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Abstract— Today, most Wireless LANs (WLAN) are connected to 
the backbone via a wired distribution system (DS). A Wireless 
distribution system (WDS) provides quick and easy networking 
in circumstances that require temporary network services or 
when cabling is difficult, for example, in open area conversations, 
disasters and military usages.  WDS can be used to extend the 
range of wireless service coverage. Transmitting Voice-over-IP 
(VoIP) traffic over WDS to a WLAN in the straightforward way 
may fail to fulfill the tight delay requirement, and may severely 
limit the system capacity. A multiplex-multicast (M-M) scheme 
previously proposed by us [1] can improve the VoIP capacity in a 
WLAN operating as an infrastructure basic service set (BSS) by 
close to 100%. This paper extends the M-M scheme for WLAN 
connected via a WDS. Specifically, we show that given a fixed 
delay requirement, the M-M scheme can increase the number of 
supportable VoIP sessions by ten times as compared to ordinary 
VoIP transmission over the WDS. In addition, with 22 VoIP 
sessions (max limit in an 802.11b infrastructure BSS connected 
via wired DS), the M-M scheme can achieve acceptable packet 
delays, (average of 27.1ms and standard deviation of 7.5ms) in a 
10-hop WDS. Last but not least, we show that the use of packet 
scheduling in conjunction with the M-M scheme can further 
double the VoIP capacity while extending voice-service coverage 
at the same time. 

I. BACKGROUND 
Conventional VoIP scheme transmits packets to/from each 

client individually over the wireless channel in a WLAN. Since 
each VoIP packet is a very small packet (typically 10-30 
Bytes), the overhead at the PHY and MAC layers becomes 
quite significant, substantially reducing efficiency. Further 
exacerbating the situation is the large number of uncoordinated 
VoIP packets from different sessions that may contend with 
each other for channel access. The net effect is that the number 
of VoIP sessions (VoIP capacity) that can be supported 
becomes severely limited and the tight delay required for good 
voice service may not be achievable [2]. A multiplex-multicast 
(M-M) scheme previously proposed by us [1] can improve the 
VoIP capacity in a WLAN operated as an infrastructure basic 
service set (BSS) by close to 100%.The main idea of the M-M 
scheme is to combine downstream VoIP packets into a single 
packet for multicast over the BSS. This reduces the overhead of 
multiple VoIP packets, and it has been shown that the VoIP 
capacity can be improved by close to 100%. As illustrated in 
Fig. 1, in the M-M scheme, a multiplexer (MUX) at the voice 
gateway combines multiple VoIP packets into a single 
multiplexed packet [3], then multicasts the multiplexed packet 

to the wireless end stations through the AP using a multicast IP 
address. The demultiplexer in each end station extracts its 
respective data and forwards them to the VoIP application. 
Reference [1] provided an in-depth analysis of the VoIP 
capacity. For GSM 6.10, the M-M scheme can support 22 
simultaneous voice sessions. This nearly doubles the capacity 
of 12 in the conventional VoIP scheme [4] for the same delay 
and packet loss rate requirements. 

 

 
Figure 1. The M-M Scheme in Infrastructure BSS 

II. THE M-M SCHEME IN WDS 
A Wireless Distribution System (WDS) provides quick and 

easy network setup in areas that require temporary network 
services or where cabling is difficult, for example, in open 
areas, disaster areas, or battlefields. A WDS is basically a 
wireless multi-hop network, through which WLANs can be 
connected to the wired backbone. As shown in Fig. 2, the 
wireless multi-hop network comprises a number of 
interconnected APs, while the infrastructure BSS comprises an 
AP and client stations associated with the AP. 

 

 
Figure 2. M-M Scheme in WDS 

Reference [1] focused on the M-M scheme for VoIP over 
the infrastructure BSS. Here we extend the M-M scheme to 
provide quality of service (QoS) guarantee for VoIP over 
WDS. For downstream traffic, as shown in Figure 3a, a 
multiplexer adjacent to the root AP multiplexes VoIP packets 
into a single packet and forwards it to the leaf AP through the 
intermediate APs. The leaf AP then multicasts the multiplexed 
packets to the end stations. For upstream traffic, as illustrated 
in Figure 3b, the multiplexer adjacent to the leaf AP combines 
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the VoIP packets received from the end stations into a single 
packet and forwards it to the root AP through the WDS 
wireless multi-hop network. The demultiplexer adjacent to the 
root AP extracts the original VoIP packets and forwards them 
to destinations in the Internet. We separate the WDS into two 
parts: 1) wireless multi-hop network and 2) infrastructure BSS. 
We assume these two parts use different frequency channels. In 
other words, packet transmissions in the infrastructure BSS and 
wireless multi-hop network, do not interfere with each other. 
The reader is referred to [1] for the detailed analysis of the M-
M scheme in the infrastructure BSS. In this paper, we focus on 
the additional requirement of QoS guarantee in the WDS 
wireless multi-hop network. 

 

 
Figure 3a. M-M Scheme in WDS for Downstream VoIP Traffic 

 

 
Figure 3b. M-M Scheme in WDS for Upstream VoIP Traffic 

III. QUALITY OF SERVICE (QOS) 
We quantify the QoS of VoIP with two factors: 1) packet-

loss rate and 2) delay performance. In this paper, we set the 
target packet loss rate lossP  to be no more than 1%, and the 
target packet delay of no more than 50ms. Specifically, we 
require the three-sigma delay (average delay + 3*standard 
deviation of delay) to be no more than 50ms.  

A. Delay Performance 
The total delay in the WDS multi-hop network includes the 

transmission delay between the root AP and the leaf AP, D , as 
well as the multiplex delay (MUX delay) incurred at the VoIP 
multiplexer. MUX delays are uniformly distributed between 
0ms and the multiplexing interval, M , of the multiplexers. The 
average multiplexing delay, 2/MM avg = . Thus, the three 
sigma delay 

)(3 muxdelayavgavg MDS σσ +++=                     (1) 

where 
avgD  is the average transmission delay in the WDS 

multi-hop network, 
delayσ is the standard deviation of the 

transmission delay, and muxσ  is the standard deviation of the 
MUX delay. In this paper, we formulate our problem as 
maximizing the WDS voice service coverage (i.e., the number 

of hops in the wireless multi-hop network, N ,which does not 
include the hop from the leaf AP to clients), subject to the 
constraints that the total delay incurred in the WDS must meet 
the three-sigma delay requirement, ≤S 50ms, and the packet 
loss rate ≤lossP 1%. 

B. Analysis of M-M Scheme 
This section provides a back-of-envelope computation for a 

bound on the transmission delay. Let T  be the average 
transmission time cycle of a packet in IEEE 802.11 DCF 
without RTS/CTS. 

avgdmultiplexe WDIFSACKSIFSPacketT ++++=        (2) 

where 
dmultiplexePacket  is the time to transmit the multiplexed 

packet, ACK  is the transmission time for an 
acknowledgement, 

avgW is the average back-off window size, 
SIFS  is the time duration of short interframe space, and DIFS  
is the time duration of distributed interframe space. 

Then, if there is only one packet being transmitted from the 
root AP (leaf AP) to the leaf AP (root AP), the journey will 
take NT ⋅  amount of time. We assume the multiplexing 
interval, M , is larger than NT ⋅⋅2 . With this assumption, there 
will be only two packets being transmitted on the WDS multi-
hop network at a given time in the absence of packet collisions, 
one in each direction. To see this, in each unit of T  time, one 
or both of the packets will make a progress of one hop: if the 
packets in the opposing directions are being transmitted on 
links that interfere with each other, then only one of them will 
make progress; if they are being transmitted on non-interfering 
links, then both of them will make progress. In any case, in 

NT ⋅⋅2  time, at least N⋅2  hops have been made, and this 
amount of “work” is that which is required to forward two 
packets from source to destination.  

Thus, to the extend that collisions do not incur significant 
overhead, a rough bound for transmission delay is  

NTDbound ⋅⋅= 2                                 (3) 

Since the number of packets is limited to two in each MUX 
interval, one would expect the low-collision assumption to be 
valid. In addition, the above bound is obtained with the 
assumption that all links interfere with each other, which is 
quite a stringent assumption especially when N is large.  

The above equation can be used in two ways: 1) to find a 
delay bound given N; or 2) to find the maximum N given a 
delay requirement. For the second usage, after extensive 
simulations, we find that the approximation provides a good 
and conservative estimate for N  which is 1 to 2 hops less than 
the optimal value.  

C. Capacity Improvement 
Given a requirement that the 3-sigma delay should not 

exceed 50ms, the M-M scheme can support =N 10 number of 



hops when there are =C 22 number of VoIP sessions. With the 
same number of VoIP sessions, the conventional VoIP scheme 
fails to meet the delay requirement even for a one-hop WDS. In 
a 10-hop WDS, the conventional VoIP scheme can only 
support 2 VoIP sessions if the given delay requirement is to be 
fulfilled. This capacity is a far cry from the 22 that can be 
achieved with the M-M scheme. We implement the M-M 
scheme in ns2 [8]. Details of the simulation results are given in 
Table I. 

TABLE I. COVERAGE AND CAPACITY COMPARISON OF SIMULATION 
RESULTS WITH 50MS 3-SIGMA DELAY REQUIREMENT, S  

 M-M Scheme Original VoIP 
C (capacity) 22 2 22 
N (coverage) 10 hops 10 hops 1 hop 

avgM  10 ms -- -- 

muxσ  5.8 ms -- -- 

avgD  17.1 ms 24.9 ms 106 ms 

delayσ  1.7 ms 5.4 ms 9.9 ms 
S  49.7 ms 41.1 ms 136 ms 

lossP  < 1 % < 1 % 24.4 % 
 

D. Delay Improvement 
Table II lists more simulation results for a linear WDS 

topology with 4=N  and =C 22. For the M-M scheme, the 
three-sigma delay is S =39.4ms. In contrast, for the original 
VoIP scheme, S =916ms, which is unacceptable for real-time 
VoIP applications. To reduce the delay, we can decrease the 
number of VoIP sessions. The original VoIP can only support a 
maximum of 3 VoIP sessions if the 3-sigma delay requirement 
is to be met. An extra VoIP session (i.e. 4 sessions) increases 
the delay so much so that it exceeds the 50ms delay 
requirement. 

TABLE II. COMPARISON OF SIMULATION RESULTS FOR 4-HOP WDS 

 M-M Scheme Original VoIP 
C (capacity) 22 3 22 
N (coverage) 4 hops 4 hops 4 hops 

avgM  10 ms -- -- 

muxσ  5.8 ms -- -- 

avgD  8.4 ms 10.9 ms 485 ms 

delayσ  1.2 ms 4.6 ms 144 ms 
S  39.4 ms 24.6 ms 916 ms 

lossP  < 1% < 1 % 82.8 % 

IV. SPECTRUM REUSE 
Thanks to spectrum reuse, transmitters far apart can send 

packets simultaneously. This means consecutive packets in the 
same direction separated far apart do not interfere with each 
other. Fig. 4 shows two possible WDS network topologies 

which utilize the spectrum reuse property to improve the VoIP 
capacity and extend coverage. In Fig. 4a, a string WDS 
topology can support more than one infrastructure BSS while 
in Fig. 4b, a lattice structured WDS can use packet scheduling 
to extend the service coverage. The maximum capacity of the 
string WDS and the extensibility of the lattice WDS are 
determined by the spectrum reuse factor f . In the string 
topology, f  represents the maximum number of infrastructure 
BSSs that the WDS multi-hop network can support. In lattice 
topology, f  represents the maximum number of chains within 
the carrier sensing range,d. In other words, f  is related to the 
packing density in the lattice structure. In both the string and 
lattice structures, f  relates to the number of supportable 
infrastructure BSSs within an area. As will be shown later, it 
turns out that f  gives an indication on how to schedule the 
transmission of packets to different infrastructure BSSs as to 
prevent collisions among them, and this in turn gives us a 
method to improve the total capacity of the system. 

 

 
Figure 4a. String WDS with Infrastructure BSSs 

 

 
Figure 4b. Extensible Lattice WDS with Packet Scheduling 

 

A. Analysis of Spectrum Reuse Factor 
From [5], transmitters separated by more than 3 hops do not 

interfere with each other. When a packet meets another packet 
in opposite direction on the same link, they contend for channel 
access and must take turn to transmit. This results in extra 
delay. In the worst case, a packet stops and waits at the same 
AP for 5 consecutive transmission cycles until the packet in the 
opposite direction completely passes through its carrier sensing 
range as shown in Fig. 5. To provide sufficient delay budget to 
prevent subsequent packets from catching up previous packets 
in the same direction, we set the minimum MUX delay to be 



TTM 8)53(min =+=                             (4) 

Consider one particular infrastructure BSS. Suppose it is 
the only BSS in operation. If the multiplexed packets to an 
infrastructure BSS use a MUX delay of M  rather than minM . 
Then, there will be times when the root AP (leaf AP) can 
transmit the next packet without interfering with the earlier 
packets, since the earlier packets will have traveled far enough 
down (up) the chain. These times could be used for 
transmission of packets to/from other infrastructure BSSs. By 
scheduling the MUX intervals of different BSSs judiciously, 
we can increase the capacity of the system. In particular, the 
spectrum reuse factor is given by 









=

minM
Mf                                       (5) 

The following sections give details on how the spectrum 
reuse factor can be applied in string and lattice WDS. 

 

 
Figure 5. A packet stops and waits in the same AP for 5 consecutive 

transmission cycles 

B. Capacity Improvement in String WDS 
As shown in Table I, given a requirement that the 3-sigma 

delay should not exceed 50ms, the M-M scheme with MUX 
delay, =M 20ms can support a 10-hop WDS. Thanks to 
spectrum reuse, the multiplexer delay can be reduced to 10ms 
which in turn supports one extra infrastructure BSS, =f 2, as 
shown in Fig. 4a. For example, the multiplexed packets to/from 
the first BSS will be transmitted from the root AP/leaf AP at 
time 0th, 20th, 40th ms and so on while those to/from the second 
BSS will be sent at time 10th, 30th, 50th ms and so on. This 
arrangement provides sufficient time interval to prevent 
subsequent packets from catching up previous ones. Simulation 
shows that the three-sigma delay requirement can be 
maintained as in Table I. In this case, the M-M scheme can 
achieve a further 100% improvement in VoIP capacity. 

C. Extensible Lattice Structured WDS 
In the lattice WDS, we schedule the transmission time of 

neighbor root APs and leaf APs to achieve the spectrum reuse 
property as mentioned above. The root APs and leaf APs 
synchronize with their neighbor APs by exchanging 
information. As shown in Fig. 4b, the root APs and leaf APs 

begin the transmissions of packets with 10ms delay from its 
neighbors. This provides sufficient interval to ensure packets of 
each chain does not interfere with packets of its neighbor 
chains. This spectrum reuse property provides WDS with 
extensible voice service coverage. 

V. RELIABILITIES OF MULTICAST 
In WLAN, multicast packets are transmitted without 

acknowledgments. This raises a reliability concern for the M-M 
scheme. After extensive real-network experiments, we find that 
multicast packet loss rate in a 20-meter obstructed office 
environment is about 1-2%. Translated to the WDS scenario, 
this means that if two nodes are separated by no more than 20-
meter indoor, multicast should work satisfactorily. 

VI. CONCLUSION 
This paper extends our previous work on a VoIP Multiplex-

Multicast (M-M) scheme in infrastructure BSS to WDS. We 
have shown that the M-M scheme can significantly improve 
delay, capacity and coverage of VoIP over WDS. In addition, 
packet scheduling can further double the VoIP capacity and 
provide an extensible voice-service WDS network. We believe 
M-M scheme over WDS is an attractive solution for deploying 
voice as well as data services where quick and easy network 
setup is desired. 
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