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Abstract—We study the joint power control and minimum-frame-length scheduling problem in wireless networks, under the physical interference model and subject to consecutive transmission constraints. We start by investigating the complexity of the problem and present the first NP-completeness proof in the literature. We propose a polynomial-time approximation algorithm, called Guaranteed and Greedy Scheduling (GGS) algorithm, to tackle this problem. We prove a bounded approximation ratio of the proposed algorithm relative to the optimal scheduling algorithm. Moreover, the proposed algorithm significantly outperforms the state-of-the-art related algorithm. Interestingly, our algorithm together with its bounded approximation ratio is applicable even when the consecutive transmission constraint is relaxed. To the best of our knowledge, the proposed algorithm is the first known polynomial-time algorithm with a proven bounded approximation ratio for the joint power control and scheduling problem under the physical interference model. We further demonstrate the performance and advantages of our algorithm through extensive simulations.
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I. INTRODUCTION

A. Motivation and Our Contributions

Wireless transmissions in the same channel can cause interferences to each other due to the broadcast nature of the wireless medium. To avoid detrimental interferences, transmissions of wireless links close to each other need to be properly scheduled. In this paper, we consider the Spatial-reuse Time Division Multiple Access (STDMA), which can effectively avoid unnecessary collisions and retransmissions that are common in the widely used random medium access protocols and thus significantly improve network performance (e.g., [1]–[10]).

Given a fixed wireless network topology and links' traffic demands (i.e., active time slots needed within a frame), STDMA scheduling determines a frame and assigns each link a set of time slots within the frame to meet its traffic demand.

Wireless links with weak mutual interference (e.g., links that are geographically separated) may share the same transmission time slots. The system objective is to minimize the STDMA frame length such that all links’ traffic demands are satisfied. Minimizing frame length has the effect of maximizing network throughput.

How to model interference is crucial to the study of STDMA scheduling. There are two main choices in the literature [11]: the protocol interference model and the physical interference model. In the protocol interference model, the interference range of a receiver is assumed to be limited, and any other transmitter beyond that range does not interfere with the receiver. Since the interferences among links are pairwise relationships (i.e., a link can either interfere with another link or not), a graph model is widely adopted (e.g., [3]). The protocol interference model does not model the cumulative effects of the interferences from multiple transmitters and may not be realistic for the purpose of STDMA scheduling [12].

The physical interference model, on the other hand, considers the cumulative interferences. Under the physical interference model, a receiver decodes its signal successfully if the signal-to-interference-plus-noise ratio (SINR) requirement at the receiver is above a certain threshold. Here the interference is the sum of the powers it receives from all transmitters other than its own. It is clear that the physical interference model is more realistic than the protocol interference model in terms of modeling interference. However, both the analysis and the algorithm design of STDMA scheduling under the physical interference model are considerably more complicated.

Under the physical interference model, a good power control algorithm becomes critical for achieving satisfactory system performance. Through careful choices of transmit powers, we can mitigate the interference so that more wireless links can be scheduled to transmit simultaneously, which leads to a smaller STDMA frame length.

In this paper, we consider the joint power control and minimum-frame-length scheduling problem in STDMA wireless networks under the physical interference model. Unlike existing work in the literature [1]–[10], we are interested in “consecutive scheduling”, where each link must use consecutive time slots in the STDMA frame to transmit its packets.
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That is, the transmission of a link is turned on only once in each frame, and the transmission duration equals its traffic demand. This requirement is motivated by several practical considerations. First, in a STDMA frame, each time slot includes a guard time which corresponds to the maximum differential propagation delay between pairs of nodes in the network. The overhead introduced by the guard time can be significant for a network with large propagation delays. In consecutive scheduling, the guard times of all time slots allocated to the same link (other than the first one) can be used for data transmissions. Second, it is possible to compress the header information of consecutive slots when they belong to the same traffic source. Third, significant energy is spent by wireless nodes in switching between transmission and reception modes [13]. Consecutive scheduling can improve energy efficiency, which is particularly important in the wireless sensor networks. Fourth, and perhaps the more important practical consideration, is that in the emerging IEEE 802.16 family of standards [14], only consecutive scheduling is currently supported.

We consider the problem of joint power control and minimum-frame-length scheduling, based on the physical interference model and subject to consecutive transmission constraints. This problem formulation has not been considered in the literature before. Our key contributions include:

1) **NP-completeness proof**: We analyze the complexity of the problem and prove that it is NP-complete. This is the first NP-completeness proof of this problem in the literature.

2) **Algorithm design**: We propose a polynomial-time algorithm, the Guaranteed and Greedy Scheduling (GGS) algorithm, to solve the scheduling problem. We establish a bounded approximation ratio of GGS algorithm relative to the optimal scheduling algorithm. This is the first polynomial time power-controlled scheduling algorithm under the physical interference model in the literature where we can prove bounded approximation ratio.

3) **Wide applicability of the algorithm**: Our algorithm and its bounded approximation ratio are general. They are applicable for any network topology and for scenarios with and without consecutive transmission constraints.

### B. Related Work

STDMA scheduling with the objective of minimizing the total frame length has been extensively studied since 1980s. A central issue is the complexity of these scheduling problems. In the literature, most NP-completeness proofs of the minimum-frame-length scheduling problems are based on the protocol interference model (e.g., [8], [15]). A typical proof involves the reduction from the graph coloring problem that is known to be NP-complete in graph theory [15]. The pairwise relation and the graph based representation of the protocol interference model are essential to achieve this reduction.

The physical interference model, on the other hand, requires each link to calculate the cumulative interferences from all the other transmitters. The previous graph based proof techniques for NP-completeness are no longer valid under this model. In a recent paper [4], the minimum-frame-length scheduling problem under physical interference model but without power control was proven to be NP-complete. Assuming equal transmission power for all links, [4] showed that the cumulative interferences to each link can be calculated and the Partition Problem (which is known to be NP-complete) can be reduced to the scheduling problem.

Implementing power control can increase the system performance but complicates the analysis. Determining whether a set of links can be active simultaneously is no longer easy [18]. The complexity of the joint power control and minimum-frame-length scheduling problem under the physical interference model but without consecutive transmission constraints has been examined in [1]. The authors in [1] introduced a problem called “MAX-SIR-MATCHING”, and showed that if this problem is NP-hard, then computing the minimum frame length is also NP-hard. However, no proof is given about the NP-hardness of “MAX-SIR-MATCHING”. Thus, the complexity issue has not been fully addressed.

There are only few papers that proposed polynomial-time algorithms with proven bounded approximation ratios for the minimum-frame-length scheduling problem under the physical interference model (e.g., [2], [4]). However, none of these algorithms considers power control. For example, Brar et al. [2] presented a greedy scheduling method under the assumption that nodes are uniformly distributed in a square. Goussevskaia et al. [4] proposed an approximation algorithm based on square coloring of the entire network without any assumption on how the nodes are distributed in the network. The approximation ratio is $O(g(L))$, where $g(L)$ is the link length diversity. Our algorithm is mainly motivated by the results in [4]. By proposing a new hexagon coloring instead of square coloring, we significantly improve the spatial reuse factor of the algorithm. We also add a greedy component to the algorithm that takes advantage of the capability of power control. As a result, the STDMA frame length can be further reduced.

Other work in the literature considered efficient power controlled scheduling algorithms with worst-case analysis. For example, the authors in [5]–[7] gave an upper-bound of the

<table>
<thead>
<tr>
<th>Models</th>
<th>Protocol Interference Model</th>
<th>Physical Interference Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>without Power Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>without Consecutive Constraints</td>
</tr>
<tr>
<td>NP-completeness Proof</td>
<td>many (e.g., [8], [15])</td>
<td>[4]</td>
</tr>
<tr>
<td>Algorithm with Bounded Approximation Ratio</td>
<td>many (e.g., [3], [9])</td>
<td>[2], [4]</td>
</tr>
</tbody>
</table>
number of time slots required by the heuristic scheduling algorithms. However, no comparison were made to the optimal scheduling. To the best of our knowledge, we are the first in terms of bounding performance of the optimal scheduling when power control is considered.

We summarize the key related models and results in the literature in Table I.

The rest of the paper is organized as follows. In section II, we define the network and the physical interference model and formulate the Joint Power control and Scheduling problem with Consecutive transmission Constraints (JPS-CC). An NP-completeness proof of the JPS-CC problem is presented in section III. In section IV, we introduce the polynomial-time algorithm, the Guaranteed and Greedy Scheduling (GGS) to solve the JPS-CC problem. The analysis of the GGS algorithm is presented in section V. Section VI presents the simulation results and we conclude in section VII.

II. SYSTEM MODEL

A. Network and Physical Interference Model

A wireless network is represented by a set of directed links $L = \{l_i, 1 \leq i \leq |L|\}$. Let $T = \{T_i, 1 \leq i \leq |L|\}$ and $R = \{R_i, 1 \leq i \leq |L|\}$ denote the set of transmitting nodes and the set of receiving nodes, respectively. In a general wireless network, set $T$ and set $R$ may have nodes in common. We assume a simple receiver structure in which the following primary constraints must be satisfied:

Definition 1 (Primary constraints): A node can not transmit and receive simultaneously. A node is not allowed to transmit to or receive from more than one node simultaneously.

A set of transmission links which satisfy the primary constraints constitute a matching:

Definition 2 (Matching): A matching $M \subseteq L$ is a subset of the link set $L$ such that no two links in $M$ share the same node, i.e., if links $l_i, l_j \in M$, then the nodes $T_i, R_i, T_j, R_j$ are distinct.

Let $T_M$ and $R_M$ denote the set of transmitting nodes and the set of receiving nodes of the links in matching $M$, respectively. Sets $T_M$ and $R_M$ are disjoint node sets according to the definition of matching.

Definition 3 (Sub-matching): A sub-matching of a matching $M$ is a subset of $M$ with zero or more links removed.

Besides the primary constraints, links that are simultaneously active should satisfy the SINR constraints at each receiving node. A matching which satisfies the SINR constraints is called a feasible matching:

Definition 4 (Feasible Matching): A matching $M = \{l_1, l_2, \cdots, l_{|M|}\}$ is feasible if we can find a positive power vector $p = (p_1, \cdots, p_{|M|})^T$ such that the SINR constraints at the nodes in the set $R_M$ are satisfied,

$$p_i G(T_i, R_i) \geq \gamma_0, \quad 1 \leq i \leq |M|, \quad (1)$$

where $p_i$ is the transmission power used by link $l_i$ (i.e., transmitter $T_i$), $n_i$ is the average noise power at the receiver $R_i$, and $G(T_j, R_i)$ is the path gain from transmitting node $T_j$ to receiving node $R_i$. The SINR threshold value $\gamma_0$ is assumed to be common among all links.

We assume that radio signal propagation obeys the log-distance path model with path loss exponent $\alpha$, i.e.,

$$G(T_i, R_j) = d(T_i, R_j)^{-\alpha}, \quad (2)$$

where $d(T_i, R_j)$ is the Euclidean distance between nodes $T_i$ and $R_j$. We assume the common situation where $\alpha > 2$ [11].

Consider the matching $M = \{l_1, \cdots, l_{|M|}\}$. Let $B_M$ denote the following $|M| \times |M|$ non-negative matrix

$$B_M = \begin{pmatrix}
G(T_1, R_1) & \cdots & G(T_1, R_{|M|}) \\
G(T_2, R_1) & \cdots & G(T_2, R_{|M|}) \\
\vdots & \cdots & \vdots \\
G(T_{|M|}, R_1) & \cdots & G(T_{|M|}, R_{|M|})
\end{pmatrix}, \quad (3)$$

and $\rho(B_M)$ denote the largest real eigenvalue of $B_M$ (which is also called Perron-Frobenius eigenvalue or spectral radius). Notice that all the elements on the main diagonal of $B_M$ are $0$, and all the other elements are greater than $0$. Thus, $B_M$ is an irreducible non-negative matrix [16], [17]. By Perron-Frobenius theorem [17], given an irreducible non-negative matrix $B_M$, we know that $\rho(B_M)$ is positive and the corresponding eigenvector is positive componentwise. Proposition 1 below is a compilation of the propositions shown in [16]–[20].

Proposition 1: A necessary and sufficient condition for the matching $M = \{l_1, l_2, \cdots, l_{|M|}\}$ to be feasible is

$$\rho(B_M) < \frac{1}{\gamma_0}. \quad (4)$$

The minimum power vector $p$ which achieves an SINR of $\gamma_0$ at all receivers is given by

$$p = \left(\frac{1}{\gamma_0} I - B_M\right)^{-1} v, \quad (5)$$

where $I$ is the $|M| \times |M|$ identity matrix, and $v = \left(\frac{n_1}{G(T_1, R_1)}, \cdots, \frac{n_{|M|}}{G(T_{|M|}, R_{|M|})}\right)^T$ is the average noise power vector normalized by the link gain.

Condition (4) provides a way to check the feasibility of a matching. If condition (4) is satisfied, the minimum transmit power vector can be set according to (5); otherwise, no matter how we tune the transmit powers, the links in the matching can not be active simultaneously.

Proposition 2 ([18]): Any sub-matching of a feasible matching is also feasible.

The proposition below provides bounds on the Perron-Frobenius eigenvalue of a non-negative matrix [17].

Proposition 3 ([17]): Let $B$ be an $n \times n$ non-negative matrix. The elements of matrix $B$ are denoted by $b_{ij}$, where $i$ is the row index and $j$ is the column index. Then

$$\min_{1 \leq i \leq n} \sum_{j=1}^{n} b_{ij} \leq \rho(B) \leq \max_{1 \leq j \leq n} \sum_{i=1}^{n} b_{ij},$$

$$\min_{1 \leq j \leq n} \sum_{i=1}^{n} b_{ij} \leq \rho(B) \leq \max_{1 \leq i \leq n} \sum_{j=1}^{n} b_{ij}. \quad (6)$$
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TABLE II
KEY NOTATIONS

<table>
<thead>
<tr>
<th>Notation</th>
<th>Physical Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>the set of all links</td>
</tr>
<tr>
<td>$M$</td>
<td>matching (Definition 2)</td>
</tr>
<tr>
<td>$T$</td>
<td>the set of transmitters</td>
</tr>
<tr>
<td>$R$</td>
<td>the set of receivers</td>
</tr>
<tr>
<td>$G(T_i, R_j)$</td>
<td>the channel gain between nodes $T_i$ and $R_j$</td>
</tr>
<tr>
<td>$d(T_i, R_j)$</td>
<td>the Euclidean distance between nodes $T_i$ and $R_j$</td>
</tr>
<tr>
<td>$\hat{K}$</td>
<td>relative channel gain matrix</td>
</tr>
<tr>
<td>$\rho(B)$</td>
<td>the Perron-Frobenius eigenvalue of matrix $B$</td>
</tr>
<tr>
<td>$f$</td>
<td>traffic demand vector of the links in set $L$</td>
</tr>
<tr>
<td>$p(t)$</td>
<td>transmit power vector in time slot $t$</td>
</tr>
<tr>
<td>$K$</td>
<td>the length diversity of the links in set $L$</td>
</tr>
<tr>
<td>$T$</td>
<td>the set of transmitters</td>
</tr>
<tr>
<td>$R$</td>
<td>the set of receivers</td>
</tr>
<tr>
<td>$H$</td>
<td>the hexagon with the maximum sum traffic</td>
</tr>
<tr>
<td>$L_{k,q}$</td>
<td>the subset of links with receivers located in $H_{k,q}$</td>
</tr>
</tbody>
</table>

B. Problem Statement

Consider the wireless link set $L = \{l_i, 1 \leq i \leq |L|\}$. We assume that the network topology is given and there is only one common channel in the network. The time is divided into time slots of equal length. Denote the traffic demands of the links by $f = \{f_i, 1 \leq i \leq |L|\}$, where $f_i$ is the number of time slots that need to be assigned to link $l_i$ in each frame. We assume that when a node starts to transmit in a frame, it sends all its traffic in consecutive time slots. This is referred to as the “consecutive transmission constraints”. Our objective is to find such a frame with minimum length.

Let $S(t)$ denote the set of links which are scheduled in time slot $t$. The corresponding transmit powers of the links in $S(t)$ are represented by vector $p(t) = (p_i(t), 1 \leq i \leq |S(t)|)$, where $p_i(t)$ is the transmit power of link $i$ in time slot $t$. A schedule of length $T$ can be represented by the set of power vectors $SCH = \{p(t), 1 \leq t \leq T\}$.

**Problem (JPS-CC):** The Joint Power control and Scheduling problem with Consecutive Transmission Constraints (JPS-CC) under the physical interference model is to find a schedule $SCH$ of minimum length $T$ such that (i) the set of active links in each time slot is a feasible matching, (ii) the traffic demand of each link is satisfied in consecutive slots.

The key notations of this paper are listed in Table II. We use bold symbols (e.g., $p$) to denote vectors and calligraphic symbols (e.g., $L$) to denote sets.

III. COMPLEXITY STUDY

In this section, we prove that the JPS-CC problem is NP-complete. We first show that the JPS-CC problem belongs to the class NP. Then we show that a known NP-complete problem, the Partition Problem, can be reduced to the JPS-CC problem in polynomial time.

We note that NP-completeness applies not to optimization problems, but to decision problems to which the answer is either “yes” or “no”. There is a convenient conversion between optimization problems and decision problems [21].

The decision problem corresponding to the JPS-CC problem is defined as follows:

**Definition 5 (Decision Problem of JPS-CC):** Given a wireless network with a set $L = \{l_i, 1 \leq i \leq |L|\}$ of directed link, the relative path gain matrix, the traffic demands $f$, and an integer $T^*$, whether there exists an STDMA schedule $SCH$ consisting of at most $T^*$ time slots such that (i) the set of active links in each time slot is a feasible matching, (ii) the traffic demand of each link is satisfied in consecutive slots.

**Lemma 1:** The JPS-CC is in the complexity class NP.

**Proof:** To show that the JPS-CC is in NP, we show that a solution to an instance of the JPS-CC problem can be verified in polynomial time. Suppose we are given a schedule $SCH = \{p(t), 1 \leq t \leq T\}$. To verify if the schedule is a solution to the decision problem of JPS-CC, we need to check (i) whether $T$ is less than or equal to $T^*$; (ii) for each link $l_i, 1 \leq i \leq |L|$, whether it is assigned no less than $f_i$ consecutive time slots; and (iii) in each time slot $t, 1 \leq t \leq T$, whether the set of active links form a feasible matching. Verifying (i) and (ii) requires one operation $O(|L|^2)$ operations because of the computation of SINR. The whole verification can be performed in $O(|L|^2)$ time. Thus a solution to an instance of the JPS-CC problem can be verified in polynomial time.

Next we need to show that a known NP-complete problem can be reduced to the JPS-CC. Here we choose the Partition Problem [21] which can be formulated as follows: given a set $A = \{a_1, \ldots, a_n\}$ of $n$ integers, is there a way to partition $A$ into two disjoint subsets $A_1$ and $A_2$ such that the sum of the numbers in $A_1$ equals the sum of the numbers in $A_2$?

**Lemma 2:** The Partition Problem can be reduced to the JPS-CC problem in polynomial time.

**Proof sketch:** When power control is considered, determining whether a set of links can be active simultaneously or not becomes checking the Perron-Frobenius eigenvalue of the corresponding relative channel gain matrix. The interference relationship of the links located in the plane is complicated. We use a novel reduction from the Partition Problem to the JPS-CC problem. Specifically, we construct an instance of the JPS-CC problem in which any two links form a feasible matching, however, any three links can not form a feasible matching. And we show that there exists a feasible schedule to the instance of the JPS-CC problem if and only if the set $A$ can be partitioned into two subsets of equal sum. The details of the proof are available in the online technical report [23].

**Theorem 1:** The JPS-CC problem is NP-complete.

**Proof:** We have shown that the JPS-CC problem is in the complexity class NP in Lemma 1. We also have shown in Lemma 2 that a known NP-complete problem, the Partition Problem, can be reduced to the JPS-CC problem in polynomial time. So the JPS-CC problem is NP-complete.

IV. SCHEDULING ALGORITHM

Since we have proved that the JPS-CC problem is NP-complete, then it is impossible to find a polynomial-time
Algorithm 1: Guaranteed and Greedy Scheduling (GGS)

Input: a set of links $L$, the traffic demand vector $f$
Output: a successful schedule $SCH$

1. for each link $l_i \in L$ do
2. \( \lambda_i \leftarrow \log_2 \frac{d_{\max}}{d_{\min}} + 1; \)
3. \( \tau_i \leftarrow \text{ordering of link } i \text{ (increasing traffic demand)} \)
4. \( t \leftarrow 1; \)
5. for \( k = 1 \) to \( \left\lfloor \log_2 \frac{d_{\max}}{d_{\min}} + 1 \right\rfloor \) do
6. Divide the Euclidean plane into hexagons with side length \( A = \frac{W}{d_{\max}} \);
7. Color these hexagons with 3 colors;
8. for \( q = 1 \) to 3 do
9. \( t_{\text{start}} \leftarrow t; \)
10. while \( L^{k,q} \neq \emptyset \) do
11. for \( m = 1 \) to \( |\mathcal{H}^{k,q}| \) do
12. pick a new link \( l_i \in L^{k,q} \) with \( R_i \in H^{k,q}(m) \) if previous link has finished transmitting;
13. \( S_i \leftarrow S_i \cup \{l_i\}; f_i \leftarrow f_i - 1; \)
14. if \( f_i = 0 \) then \( L^{k,q} \leftarrow L^{k,q} \setminus \{l_i\}; \) \( L \leftarrow L \setminus \{l_i\} \)
15. else \( S_{t+1} \leftarrow S_t \cup \{l_i\} \)
16. \( t \leftarrow t + 1; \)
17. \( t_{\text{end}} \leftarrow t; \)
18. for \( j = 1 \) to \( |L| \) do
19. find link \( l_i \) such that \( \tau_i = j; \) \( f_{\text{temp}}(i) \leftarrow f_i; \)
20. for \( t = t_{\text{start}} \) to \( t_{\text{end}} \) do
21. if \( T_i, R_i \notin S_t \cup R_{S_t} \) and \( \rho(B_{S_t} \cup \{l_i\}) < \frac{1}{\gamma_0} \) then \( f_{\text{temp}}(i) = f_{\text{temp}}(i) - 1; \)
22. if \( f_{\text{temp}}(i) = 0 \) then \( \text{add } l_i \text{ to sets } \{S_i, \ldots, S_{t-f+1}\}; \) \( L \leftarrow L \setminus \{l_i\}; \)
23. \( L^{k,q} \leftarrow L^{k,q} \setminus \{l_i\} \)
24. else \( f_{\text{temp}}(i) \leftarrow f_i; \)
25. for \( t = t_{\text{start}} \) to \( t_{\text{end}} \) do
26. allocate power \( p(t) = \left( \frac{1}{\gamma_0} - B_{S_t} \right)^{-1} \cdot v \)

Let \( d_{\max} \) and \( d_{\min} \) denote the longest and the shortest link length, respectively. The first assigned value \( \lambda_i \) is related to the link length \( d_{\text{iti}} \), i.e., \( \lambda_i = \log_2 \frac{d_{\max}}{d_{\text{iti}}} + 1 \). The link length \( d_{\text{iti}} \) then satisfies \( \frac{d_{\min}}{2} < d_{\text{iti}} \leq \frac{d_{\max}}{2} \). Let \( K = \left\lfloor \log_2 \frac{d_{\max}}{d_{\min}} \right\rfloor + 1 \), thus \( \lambda_i \) is an integer between 1 and \( K \). According to the \( \lambda \) value, the links in set \( L \) are partitioned into \( K \) subsets \( \{L^k, 1 \leq k \leq K\} \). The lengths of the links in the same subset \( L^k \) differ by at most a factor of two. Links with larger \( \lambda_i \) values have shorter link lengths.

The second assigned value \( \tau_i \) is related to the traffic demand \( f_i \). In particular, \( \tau_i \) is the ordering of link \( l_i \) (an integer between 1 and \( |L| \)) when the links in set \( L \) are sorted according to the traffic demands in increasing order.

B. Main Scheduling Loop

The main scheduling “for” loop (lines 5 to 29) consists of two parts: the guaranteed scheduling (lines 9 to 18) and the greedy scheduling (lines 19 to 27). In particular, in the \( k \)th iteration of the main scheduling “for” loop, the traffic demands of the links in subset \( L^k \) are satisfied completely in the guaranteed scheduling. In addition, the traffic demands of some of links with a shorter link length (i.e., a larger \( \lambda \) value) than the links in subset \( L^k \) are also satisfied in the greedy scheduling of the \( k \)th iteration by using power control.

At the start of the \( k \)th iteration of the main scheduling “for” loop (line 6), we divide the Euclidean plane into hexagons with side length \( A = \frac{W}{d_{\max}} \), where

\[
W = \left[ 6\gamma_0 \left( 1 + \frac{2^n}{(3\sqrt{3} - 2)^n(a - 2)} \right) \right]^{\frac{1}{n}} + 1.
\]

Color these hexagonal cells with three colors such that no two adjacent cells share the same color, as shown in Fig. 1. For \( q = 1, 2, 3 \), let \( \mathcal{H}^{k,q} = \{H^{k,q}(m), 1 \leq m \leq |\mathcal{H}^{k,q}| \} \) denote the set of hexagons with color \( q \) in the \( k \)th iteration. Based on the locations of the receivers, the links in subset \( L^k \) are further divided into 3 subsets \( \{L^{k,q}, q = 1, 2, 3\} \). Subset \( L^{k,q} \) denotes the subset of links in \( L^k \) with receivers located in hexagons of color \( q \) (i.e., set \( \mathcal{H}^{k,q} \)). For \( m \) from 1 to \( |\mathcal{H}^{k,q}| \), we can pick any link from \( L^{k,q} \) whose receiver is located within hexagon \( H^{k,q}(m) \). If such a link does not exist, then no link is picked. These selected links in \( \mathcal{H}^{k,q} \) (at most \( |\mathcal{H}^{k,q}| \) of them) are guaranteed to form a feasible matching (see Theorem 2).

In the \( q \)th iteration of the guaranteed scheduling part (lines
The demands of links in subset $L^{k,q}$ are completely satisfied as follows. The links whose receivers are in the same hexagon are activated one by one; each link finishes transmitting its own traffic for the current frame in consecutive time slots. However, those links whose receivers belong to different hexagons in $\{H^{k,q}(m), 1 \leq m \leq \lceil H^{k,q} \rceil \}$ can transmit simultaneously. Let $F^{k,q}(m), 1 \leq m \leq \lceil H^{k,q} \rceil$, denote the sum of the traffic of the links in subset $L^{k,q}$ whose receivers are located in hexagon $H^{k,q}(m)$. Let $F^{k,q} = \max_{m} F^{k,q}(m)$.

It is clear that the traffic of the links in subset $L^{k,q}$ can be satisfied within $F^{k,q}$ time slots, say from time slot $t_{start}$ to $t_{end}$. The links whose traffic are already satisfied are removed from sets $L$ and $L^{k,q}$.

**Theorem 2:** In the guaranteed scheduling, the wireless links scheduled in each time slot form a feasible matching.

**Proof sketch:** We first show that the links selected in each time slot belong to the guaranteed scheduling form a matching. We then show that the Perron-Frobenius eigenvalue of the corresponding relative channel gain matrix satisfies condition (4). The detailed proof is in the online technical report [23].

In the guaranteed scheduling part of the GGS algorithm, each subset $L^{k}$ is considered separately. The links which belong to the same subset $L^{k}$ have almost equal length (different by at most a factor of two). Consider the links in subset $L^{k}$, it is guaranteed that for every three hexagons, one link can be scheduled. The spatial reuse area is 3 times the hexagon area. The side length of the hexagon is proportional to the length of the links in subset $L^{k}$. For the link subset with shorter length, the spatial reuse area is also reduced and the number of concurrent transmissions is increased.

The purpose of the greedy scheduling (lines 19 to 27) is to “squeeze” more links in the time slots $t_{start}$ to $t_{end}$ in a greedy way. Links in the updated set $L$ are considered according to the $\tau_i$ value, i.e., a link with smaller traffic demand is considered first. A link $l_i$ is selected to be active in $f_i$ consecutive time slots if there exists $f_i$ consecutive time slots from time slot $t_{start}$ to $t_{end}$ such that $l_i$ and previously scheduled links form a feasible matching (both the Perron-Frobenius eigenvalue condition and the matching definition need to be satisfied for the new link set $S_i \cup \{l_i\}$, as shown in line 22). After the greedy scheduling part, the links which are scheduled to transmit from $t_{start}$ to $t_{end}$ are finally determined. At last (lines 28 and 29), the transmission powers in each time slot are allocated according to equation (5).

In the greedy scheduling part of the GGS, by adopting power control, more links may be scheduled into the feasible matchings created in the guaranteed scheduling. Thus the number of concurrent transmissions can be further increased.

If we remove the consecutive transmission constraints in both the guaranteed scheduling part and the greedy scheduling part, the GGS algorithm still provides an efficient way to solve the power-controlled scheduling problem in which no consecutive transmission constraint is imposed.

V. **ANALYSIS OF GGS ALGORITHM**

In this section, we present two key features of the GGS algorithm. First, it has a bounded approximation ratio relative to the optimal scheduling algorithm. Second, it has a polynomial time complexity.

Given any instance of the JPS-CC problem, let $T_{GGS}$ and $T_{opt}$ denote the frame lengths obtained by the GGS algorithm and the optimal scheduling algorithm, respectively. The approximation ratio of the GGS algorithm is defined as $\frac{T_{GGS}}{T_{opt}}$, which is no smaller than 1. An algorithm with a smaller approximation ratio reaches a solution closer to the optimal. Notice that the precise values of $T_{GGS}$ and $T_{opt}$ are difficult to obtain. In particular, we can not compute $T_{opt}$ in polynomial time. Next we will find an upper bound of $T_{GGS}$ and an lower bound of $T_{opt}$, which lead to an upper bound on the approximation ratio.

In the GGS algorithm, the links in set $L$ are partitioned into $K$ subsets, $\{L^k, 1 \leq k \leq K\}$, according to the link lengths. Each subset $L^k$ is further divided into 3 subsets, $\{L^{k,q}, q = 1, 2, 3\}$, based on the locations of the receivers. Each hexagon $H^{k,q}(m)$ contains a number of links which belong to subset $L^{k,q}$. $F^{k,q}(m)$ is the total traffic of these links in $H^{k,q}(m)$ and $F^{k,q}$ is the maximum traffic among all hexagons in $H^{k,q}$.

Let $F^k = \max_{q=1,2,3} \{F^{k,q}\}$ and $F_{max} = \max_{k=1,\ldots,K} \{F^k\}$.

**Lemma 3:** The GGS algorithm achieves a frame length no larger than $3KF_{max}$.

**Proof:** We consider the worst case in which no link is selected in the greedy scheduling part at all. Since $F^{k,q}$ is the maximum traffic among all hexagons in $H^{k,q}$, it can be shown that the total traffic demands of the links in subset $L^{k,q}$ can be satisfied within $F^{k,q}$ time slots in the $k$th iteration of the guaranteed scheduling part (lines 9 to 18). So the frame length of the GGS algorithm satisfies the following inequality:

$$T_{GGS} \leq \sum_{k=1}^{K} \sum_{q=1}^{3} F^{k,q} \leq \sum_{k=1}^{K} 3F^k \leq 3KF_{max}. \quad (7)$$

Let $\hat{H}$ denote the hexagon with the maximum traffic sum $F_{max}$ over all hexagons generated. Suppose the hexagon $\hat{H}$ is in the $k$th iteration of the main scheduling “for” loop and it is colored with color $q$. The links whose receivers are located in the hexagon $\hat{H}$ are denoted as $L^{k,q}(\hat{H})$. Let $N_{max}$ denote the maximum number of links in subset $L^{k,q}(\hat{H})$ which can be active simultaneously.

To simplify notations, we define

$$N_1 = \left\lfloor \frac{1}{\gamma_0} (2W + 1) \right\rfloor^\alpha + 1, \quad (8)$$

and

$$N_2 = \left\lfloor \frac{3(\frac{2W}{\gamma_0^2} - 1)^2 + 3(\frac{2W}{\gamma_0^2} - 1) + 1}{\gamma_0 > 1} \right\rfloor, \quad \text{otherwise} \quad (9)$$

Then $N_{max} = \min\{N_1, N_2\}. \quad (10)$

$N_1$ and $N_2$ denote the upper bounds of $N_{max}$ which we obtained by two different methods.
Lemma 4: The maximum number of concurrent transmissions \( N_{\text{max}} \) in the hexagon \( H \) is upper bounded by \( N \).

The proof of Lemma 4 is given in the Appendix.

Theorem 3: The approximation ratio of the GGS algorithm is at most \( 3KN \).

Proof: Consider the links in subset \( \mathcal{L}^k,q(H) \), which are the links with receivers located in the hexagon \( H \). The number of time slots that an optimal scheduling algorithm needs to satisfy the traffic demands of the links in subset \( \mathcal{L}^k,q(H) \) can not be less than \( F_{\text{max}} \). Because \( \mathcal{L}^k,q(H) \) is only a subset of the total wireless link set \( \mathcal{L} \), the number of time slots that an optimal scheduling algorithm needs to schedule all the links in \( \mathcal{L} \) satisfies the following inequality:

\[
T_{\text{opt}} \geq \frac{F_{\text{max}}}{N_{\text{max}}} \geq \frac{F_{\text{max}}}{N}. \tag{11}
\]

In Lemma 3, we have an upper bound on the total number of time slots of the GGS algorithm. So the bound of the approximation ratio can be derived as follows:

\[
\frac{T_{\text{GGS}}}{T_{\text{opt}}} \leq \frac{3KF_{\text{max}}}{N_{\text{max}}} \leq 3KN. \tag{12}
\]

Let us look at the practical meaning of the upper bound of the approximation ratio. Here \( K = \log_2 \frac{d_{\text{max}}}{d_{\text{min}}} + 1 \), which defines the length diversity of the links in the network. The physical meaning of \( N \) is the upper bound of the maximum number of concurrent transmissions in one particular hexagon. According to equations (8), (9), and (10), \( N \) is a constant dependent on the SINR requirement \( \gamma_0 \) and the path loss exponent \( \alpha \).

Several remarks are in order for Theorem 3:

1) The approximation ratio bound of the GGS algorithm has a good scalability property: it is only related to the maximum number of concurrent transmissions in one hexagon, thus independent of either the total area of the network or the total number of links in the network.

2) Since we do not make any assumption on the distribution of the links when we derive the approximation ratio of \( 3KN \), Theorem 3 works for any network topology.\(^1\)

3) Even if we do not impose the consecutive transmission constraints, (7) is also a valid upper bound on \( T_{\text{GGS}} \) and (11) is also a valid lower bound on \( T_{\text{opt}} \). So Theorem 3 is valid either with or without consecutive transmission constraints.

Finally, we study the time complexity of the GGS algorithm. Define \( F_{\text{total}} = \sum_{i=1}^{N} |L_i| \), which is the total traffic demands of the links in the network.

Theorem 4 (Time Complexity): The GGS algorithm is a polynomial-time algorithm with complexity \( O(KF_{\text{total}}|\mathcal{L}|^4) \).

Proof sketch: We examine the time complexity of each part in the GGS algorithm. The initialization phase (lines 1 to 3) requires \( O(\sum_{i=1}^{N} |L_i|) \) time and the main scheduling loop “for” can be accomplished in \( O(KF_{\text{total}}|\mathcal{L}|^4) \) time. So, the GGS algorithm can be accomplished in \( O(|\mathcal{L}| \log_2 |\mathcal{L}| + K \cdot F_{\text{total}} \cdot |\mathcal{L}|^4) \), which is equivalent to \( O(K \cdot F_{\text{total}} \cdot |\mathcal{L}|^4) \) time.

This means GGS is a polynomial-time algorithm. The detailed proof is available in the online technical report [23].

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we present numerical and simulation results of the GGS algorithm to gain further insights on how spatial reuse and power control influence the network performance.

In our simulations, the transmitting nodes are uniformly distributed in a square area of \( 2000m \times 2000m \). The length of each link ranges from 10 to 50 meters. Each receiving node is randomly located between 10m and 50m from the corresponding transmitting node. Links’ traffic demands are uniformly distributed in the set \{1, 3, 5, \ldots, 19\} with an average value of 10 time slots. We compare the performances of the following three algorithms:

1) AAS (existing algorithm): the Approximation Algorithm for the Scheduling problem proposed in [4].

2) GS (our algorithm): the Guaranteed Scheduling part (lines 9 to 18) of Algorithm 1.

3) GGS (our algorithm): the complete Algorithm 1.

In Fig. 2, we compare the spatial reuse ratio of the hexagon coloring in the GS algorithm with the square coloring in the AAS algorithm. Here the spatial reuse ratio is defined as the ratio of the smallest spatial reuse area in AAS (four squares) to the one in GS (three hexagons). Because the effects of the cumulative interference are treated differently in the two coloring schemes, the sides of the square and the hexagon are different even for the same values of \( \alpha \) and \( \gamma_0 \). A large value of spatial reuse ratio means that our GS algorithm offers better performance (since it can accommodate more links within a given area). Fig. 2 shows the spatial reuse ratio as a function of the SINR requirements \( \gamma_0 \). Different curves represent different choices of path loss exponent \( \alpha \). We can see that the spatial reuse ratios are greater than 1 for \( \gamma_0 \geq 5dB \) and \( \alpha \geq 2.5 \), which are typical for wireless communications. Also, the spatial reuse ratio increases when \( \gamma_0 \) increases or \( \alpha \) decreases. This is the case where the separation among links must be larger to meet the SINR targets. For a fixed range of link length, although the areas of both squares and hexagons increase, the hexagons expand much slower which leads to a larger spatial reuse ratio.

---

\(^{1}\)Given the network topology, it is possible to further reduce \( N \) by examining the specific hexagon with the maximum number of links.
Fig. 3. Average Frame Lengths (the number of links = 500)

Fig. 4. Spatial Reuse Ratio (Simulations v.s. Analysis) with $\alpha = 4$

Fig. 3 shows the average frame lengths of these three algorithms as a function of SINR requirements $\gamma_0$. We simulate a wireless network with 500 links with $\alpha = 4$. It is clear from Fig. 3 that GGS algorithm outperforms GS, which in turn outperforms AAS. The better spatial reuse demonstrated in Fig. 2 explains why GS is better than AAS. By adding a greedy power control component, GGS achieves further improvement over GS. The improvement becomes more significant when the SINR requirement increases. The average frame length of GGS grows much slower than GS and AAS with SINR target increase. At $\gamma_0 = 25\, dB$, using AAS algorithm as the base line, GS achieves a frame length reduction of more than 50% and GGS achieves more than 80%.

In Fig. 4, we compare the simulated performance ratio between GS and AAS with the theoretical results in Fig. 2. This is motivated by the fact that the two algorithms mainly differ in their coloring mechanisms (hence, the difference in their spatial reuse ratios). Under the assumption that $\alpha = 4$, Fig. 4 shows that the trends of the simulated results closely follow the theoretical results. It also shows that the gap between the simulation and theoretical results becomes smaller when the network becomes denser. The gap is likely due to the fact that a link which could be scheduled in theory does not exist in practice. The probability of this happening decreases as the network becomes more dense.

VII. CONCLUSION

We considered the joint power control and minimum-frame-length scheduling problem in wireless networks, under the physical interference model and subject to consecutive transmission constraints. We presented the first NP-completeness proof of this problem in the literature. Compared with the widely used protocol interference model, the physical interference model leads to more realistic (but also more complicated) characterization of wireless interference. We prove the NP-completeness by identifying a proper instance of our scheduling problem and reduce a well-known NP-complete problem (i.e., Partition Problem) to it.

We then proposed the first polynomial-time algorithm with a bounded approximation ratio for the power controlled scheduling problem under the physical interference model. Both the algorithm and the approximation ratio are applicable for any network topology with or without consecutive transmission constraints. Through extensive simulations under various system parameters, we show that our algorithm outperforms the state-of-the-art algorithm in the literature, thanks to better spatial reuse and efficient power control.

There are a number of challenging questions arising from the work in this paper. Although we successfully proposed a polynomial-time algorithm with bounded approximation ratio for the power controlled scheduling problem, the bound may be loose for some network settings. Finding a tighter bound would be an interesting problem. Another interesting direction is to develop a distributed scheduling algorithm based on our algorithm. We believe that the ideas and the theoretical results presented in this paper are very useful in designing distributed scheduling algorithm with bounded approximation ratio.

APPENDIX A

PROOF OF LEMMA 4

First we show that $N_{max}$ is upper bounded by $N_1$. We prove this by contradiction. Consider any two links $l_i$ and $l_j$ in subset $L_{k,\alpha}(\vec{H})$. Since both the receivers $R_i$ and $R_j$ are located in the hexagon $\vec{H}$, we have the following two inequalities:

$$\frac{d_{max}}{2^k} < d(T_i, R_i) \leq \frac{d_{max}}{2^{k-1}} ,$$

$$d(T_j, R_i) \leq 2A + \frac{d_{max}}{2^{k-1}} = (2W + 1)\cdot \frac{d_{max}}{2^{k-1}} .$$

So any non-zero element in the relative path gain matrix B satisfies the following inequality:

$$\frac{d^{-\alpha}(T_i, R_i)}{d^{-\alpha}(T_j, R_i)} > \frac{(2W + 1)\cdot \frac{d_{max}}{2^{k-1}}}{}^{\alpha} = \frac{1}{(2W + 1)^{\alpha}} .$$

Suppose $N_1 + 1$ links can be active simultaneously. There are $N_1$ non-zero elements in each row of the relative path gain matrix B. We can find that for any row, the row sum $S_{row}$ satisfies the following inequality:

$$S_{row} > N_1 \cdot \frac{1}{(2W + 1)^{\alpha}} \cdot \frac{1}{(2W + 1)^{\alpha}} = \frac{1}{\gamma_0} .$$
According to Theorem 3 we find that
\[ \rho(B) \geq \min(S_{row}) > \frac{1}{\gamma_0}. \]
So condition (4) can not be satisfied, which means \(N_1 + 1\) number of links can not be active simultaneously. This is contradictory to our assumption. So we have
\[ N_{\text{max}} \leq N_1. \] (13)

Next we show that \(N_{\text{max}}\) is also upper bounded by \(N_2\). Consider any two links \(l_i\) and \(l_j\) in subset \(L^{k,\alpha}(H)\). We have the following four inequalities:
\[
\frac{d_{\text{max}}}{2k} < d(T_i, R_i) \leq \frac{d_{\text{max}}}{2k-1}, \quad (14)
\]
\[
\frac{d_{\text{max}}}{2k} < d(T_j, R_j) \leq \frac{d_{\text{max}}}{2k-1}, \quad (15)
\]
\[
d(T_i, R_j) \leq d(R_i, R_j) + d(T_i, R_i), \quad (16)
\]
\[
d(T_j, R_i) \leq d(R_i, R_j) + d(T_j, R_j), \quad (17)
\]
Inequalities (16) and (17) are based on the triangle inequality.

The Perron-Frobenius eigenvalue corresponding to the two link relative channel gain matrix (i.e., the ones of \(l_i\) and \(l_j\)) satisfies the following inequality:
\[
\rho(B_2) = \sqrt{\frac{d(T_i, R_j) - \alpha \cdot d(T_j, R_i)}{d(T_i, R_i) - \alpha \cdot d(T_j, R_j)}} 
\geq \sqrt{\left(1 + \frac{d(R_i, R_j)}{d(T_i, R_i)}\right)^{-\alpha} \left(1 + \frac{d(R_i, R_j)}{d(T_j, R_j)}\right)^{-\alpha}} 
> \left(1 + \frac{d(R_i, R_j)}{d_{\text{max}}/2k}\right)^{-\alpha}. \]

If \(l_i\) and \(l_j\) can be active simultaneously, condition \(\rho(B_2) < 1/\gamma_0\) needs to be satisfied, which means the following inequality must be satisfied
\[
1 + \frac{d(R_i, R_j)}{d_{\text{max}}/2k} < \frac{1}{\gamma_0}. \]
When \(\gamma_0 \leq 1\), the above inequality is always satisfied, in which case we define \(N_2 = \infty\). When \(\gamma_0 > 1\), there is a minimum requirement on the distance between \(R_i\) and \(R_j\):
\[
d(R_i, R_j) > (\gamma_0^2 - 1) \frac{d_{\text{max}}}{2k}, \quad (\gamma_0 > 1). \]

If \(N_{\text{max}}\) number of links can be active simultaneously, according to Proposition 2, we know that any two links of these \(N_{\text{max}}\) links can be active simultaneously. This means that the distance of any two receivers should be greater than \((\gamma_0^2 - 1) \frac{d_{\text{max}}}{2k}\). We know that all the receivers are located in the hexagon \(H\) with side length \(A\). [22] gives a tight upper bound on the number of nodes packed in a Jordan polygon with minimum distance requirement. The bound is related to both the area and the perimeter of the Jordan polygon. When applying the result in [22] to our problem, we have
\[
N_{\text{max}} \leq \left\lfloor 3 \left( \frac{2W}{\gamma_0/2k} - 1 \right)^2 + 3 \left( \frac{2W}{\gamma_0/2k} - 1 \right) + 1 \right\rfloor, \quad (\gamma_0 > 1). \] (18)

So \(N_{\text{max}}\) is also upper bounded by \(N_2\).

According to (13) and (18), we know \(N_{\text{max}}\) is upper bounded by the minimum of \(N_1\) and \(N_2\):
\[
N_{\text{max}} \leq \min\{N_1, N_2\} = N. \]
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