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Abstract—Two well known problems that can cause performance degradations in IEEE 802.11 wireless networks are the 
exposed-node (EN) and hidden-node (HN) problems. While there have been isolated and incidental studies of EN and HN, a 
comprehensive treatment has not been attempted. The contributions of this paper are three-fold. First, we provide rigorous 
mathematical definitions for EN and HN in wireless networks (including Wireless LANs with multiple Access Points, and ad-hoc 
networks). Second, we relate EN to non-scalability of network throughput; and HN to unfair throughput distributions. Third, we 
provide schemes to eliminate EN and HN respectively. We show that the standard 802.11 technology is not scalable because, 
due to EN, more Access Points (APs) do not yield higher total throughput. By removing EN, our schemes make it possible to 
achieve scalable throughput commensurate with the seminal theoretical results in [1], [2]. In addition, by removing HN, our 
schemes solve the performance problems triggered by HN, including throughput unfairness/starvation and re-routing instability. 

Index Terms—IEEE 802.11, Hidden Node problem, Exposed Node Problem, Mathematical Modeling, Algorithms, Protocols, 
Performance Evaluation.  
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1 INTRODUCTION

ITH the increased popularity of IEEE 802.11 tech-
nology [3], it is becoming common for multiple 
overlapping Wireless LANs (WLANs) to be de-

ployed over the same area. This gives rise to two well 
known problems that cause performance degradations - 
Exposed-node (EN) and Hidden-node (HN) problems [4]. 
Both EN and HN are related to imperfect operation of the 
carrier-sensing mechanism in 802.11. Ideal carrier sensing 
must satisfy two criteria: (1) First, it should prevent si-
multaneous transmissions by interfering links. Otherwise, 
one or more of the transmissions will fail, resulting in 
retransmissions and bandwidth wastage. (2) Second, to 
exploit spectrum spatial reuse, it should allow simultane-
ous transmissions by non-interfering links. Prohibiting 
such simultaneous transmissions lowers the network 
throughput unnecessarily. Basically, HN arises when car-
rier sensing fails to satisfy (1); while EN arise when it fails 
to satisfy (2). Standard 802.11 networks often fail to sat-
isfy the two criteria, hence their inherent HN and EN. 

This paper is a first attempt for a comprehensive and 
rigorous study of EN and HN. There are three main con-
tributions, as described below: 
(1). Providing Rigorous Definitions for EN and HN 
Previous studies of EN and HN have been based on inci-
dental examples and specific topological layout of nodes. 
Rigorous definitions of EN and HN were lacking. With-
out such rigorous definitions, it would be difficult to de-

vise comprehensive solutions to EN and HN and prove 
their validity under general settings. In addition, it would 
not be possible to measure the degrees of EN and HN in a 
network. This paper proposes formal definitions of EN 
and HN based on a graph model.  
(2). Relating EN to Non-scalable Network Throughput 
and HN to Unfairness Throughput Distributions 
It turns out that ultimately, it is EN that causes the sum of 
one-hop throughputs in 802.11 networks to be non-
scalable. That is, the throughput problem in 802.11 
WLAN cannot be solved by deploying more Access 
Points (APs): the overall network throughput quickly 
reaches a saturation point as more APs are added, and 
that EN is the underlying cause. HN does not cause non-
scalability, but instead triggers other performance prob-
lems such as unfair throughput distributions and 
throughput instability [5].  
(3). Investigating Solutions for Elimination of EN and 
HN respectively 
This paper proposes and investigates solutions to elimi-
nate EN and HN respectively. In particular, we show that 
it is possible to devise an 802.11-like CSMA/CA scheme 
to eliminate EN so that network throughput can scale 
according to the theoretical bounds established in [1] and 
[2]. In addition, it is possible to devise solutions to elimi-
nate HN. However, there is generally a tradeoff between 
EN and HN, and entirely eliminating both of them to-
gether appears to be difficult.   

Related Work 
Previous investigations mostly addressed EN and HN 

separately. Among the studies of HN, many [6], [7], [8], [9] 
focus on solving HN-induced performance problems 
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rather than elimination of HN itself. Compared with HN, 
there is relatively less work on EN. Specifically, the rela-
tionship between EN and scalability has not been for-
mally established.  

References [10] and [11] developed power-controlled 
MAC protocols to improve spatial reuse. Potentially, they 
can solve the non-scalability problem – neither explicitly 
examines the scalability issue, however. The scheme in 
[10] requires a node to continuously transmit busy tone 
signals on another channel in the form of short pulses 
while it is receiving a packet, and the scheme in [11] re-
quires a separate control channel to exchange power in-
formation. These are substantial deviations from the cur-
rent 802.11 standard and may not be simple to implement 
because of the complex transceiver designs that will be 
required. Reference [12] tried to remove EN and HN us-
ing “Dual Busy Tone Multiple Access”. In that scheme, a 
node needs to transmit two narrow-bandwidth busy 
tones to notify its neighbors while receiving a signal. As 
with [10], the required frequency isolation in transceiver 
design is non-trivial. Unlike our work here, none of the 
previous work provides a systematic and comprehensive 
study of EN and HN. In addition, our solutions to EN and 
HN do not assume complex deviations (e.g., using control 
channel or busy tone channel, and/or requiring simulta-
neous receiving and transmitting on different channels) 
from the current 802.11-standard-based products in the 
transceiver design. 

The rest of the paper is organized as follows. Section 2 
explains HN and EN by example. Section 3 models the 
various constraints against simultaneous transmissions in 
terms of a set of mathematical inequalities. Section 4 for-
mulates a graph model based on the constraints, and in so 
doing provides formal definitions for EN and HN. Section 
5 presents a scheme called Selective Disregard of NAVs 
(SDN) to remove EN. Section 6 demonstrates the scalabil-
ity of SDN and the non-scalability of original 802.11. Sec-
tion 7 presents a scheme called Hidden-node Free Design 
(HFD) to remove HN. Section 8 shows that HFD removes 
known HN-related performance problems. Section 9 
combines SDN and HFD in a complementary design to 
achieve the advantages of both. Finally, Section 10 con-
cludes this paper. 

2 HIDDEN-NODE AND EXPOSED-NODE PROBLEMS 
As mentioned in the introduction, ideal carrier sensing 
must satisfy two criteria: (1) It should prevent simultane-
ous transmissions by two interfering links. (2) It should 
allow simultaneous transmissions by non-interfering 
links. However, multi-access protocols, including 802.11, 
often fail to satisfy the above two criteria. HN occurs 
when the protocol fails to satisfy (1); while EN occurs 
when it fails to satisfy (2).  

Now we give a few examples of HN and EN. Fig. 1 (a) 
depicts an 802.11 WLAN with an access point (AP) and 
two clients at distance dmax from the AP. When STA1 
transmits to the AP, STA2 should not transmit to the AP, 
and vice versa. So, to avoid HN, the physical carrier-
sensing range, PCSRange, should be larger than 2dmax so 

that the transmission of STA1 can be sensed by STA2, and 
vice versa.  

The situation is different when there are multiple 
WLANs, as illustrated in Fig. 1 (b), in which IR is the “in-
terference range” [17] for transmission over dmax. The ACK 
of AP1 to STA1 can destroy the DATA from AP2 to STA3, 
since AP1 is within IR of STA3. To avoid such collisions, 
we need 

max2PCSRange d IR≥ + . Generally, IR can be ex-

pressed as (1 )d+∆  for a link with distance d, where ∆  
is a positive distance margin related to the Signal-to-
Interference Ratio (SIR) required for interference-free re-
ception [17]. So, we need 

max(3 )PCSRange d≥ + ∆ . It can be 
proved this is one of the conditions that can ensure any 
network to be HN-free in general. 

Fig. 2 (a) is an example of EN. Due to carrier sensing, 
links (AP1, STA1) and (AP2, STA2) cannot transmit to-
gether, even though there is no mutual interference, as-
suming d(AP1, AP2) > (1+ ∆ ) d(AP1, STA1) and (1+ ∆ ) 
d(AP2, STA2), where d(i, j) is the distance between nodes i 
and j. However, PCSRange > d(AP1, AP2) prevents the 
simultaneous transmissions. In general, the larger the 
PCSRange, the worse is the EN problem. 

As a result of EN, deploying more APs may not in-
crease overall network throughput. Consider the example 
in Fig. 2 (b), where one AP has been added. The new AP 
does not help because all the client nodes “re-associated 
to” the new WLAN are still within the carrier-sensing 
range of the existing WLANs. Of course, one can use dif-
ferent frequency channels to isolate neighboring WLANs. 
However, frequency channels do run out when we add 
more and more APs (e.g., in 802.11b/g there are only 
three orthogonal frequency channels): eventually the 
overall network throughput will still become non-scalable 
as client stations increase. 

AP 1STA 1 STA 2

dmax dmax

 

(a) A WLAN 

AP 2STA 3

IR

STA 1 AP 1

dmax
dmax dmax

STA 2

(b) Multiple WLANs 
 

Fig. 1. Illustrations of hidden-node problem (HN).  
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3 PHYSICAL INTERFERENCE CONSTRAINTS AND 

PROTOCOL CONSTRAINTS 
This section clarifies the relationships between link inter-
ferences and carrier sensing. Ultimately, it is the interplay 
between interferences and carrier sensing that is causing 
EN and HN. Throughout this paper, we assume all nodes 
use the same transmission power Pt. We define power-
propagation function P(Pt ; d) as the received power at 
distance d from the transmitter. In most cases, P(Pt ; d) will 
be simply expressed as P(d). Links are modeled direction-
ally so that the interconnections between two nodes are 
modeled as two directional links.  

3.1 Protocol-independent Physical Interference 
Constraints 

To model SIR-related physical interference, let Ti and Ri 
be the transmitter and receiver of link i. For brevity, we 
will also use Ti and Ri to denote their positions. Consider 
two links, 1 and 2. We assume that link 2 can interfere 
with link 1 if 
 2 1 1 1(| |) (| |) /P T R P T R K− > −  (1) 
and link 1 can interfere with link 2 if 
 1 2 2 2(| |) (| |) /P T R P T R K− > −  (2) 

where K > 1 is the minimum SIR required for proper 
detection. A typical value for K is 10. Simultaneous trans-
missions on links 1 and 2 will result in collisions if either 
(1) or (2) is true. (NOTE: In this paper, by “simultaneous”, 
we refer to the situation when the any parts of the trans-
missions by different nodes overlap in time. Their trans-
missions may actually be initiated at different instances so 
that the start times of the transmissions are different. ) 

Note that (1) and (2) apply regardless of the multi-
access protocol used. For a specific protocol, there may be 
additional interferences.  

3.2 Protocol-specific Physical Interference 
Constraints 

In 802.11, each atomic data transfer on a link i consists of 
a DATA frame in the forward direction followed by an 
ACK frame on the reverse link i’ in the other direction. 
Not only is DATA-DATA collisions possible, the ACK on 
one link may collide with the DATA or ACK on other 
links. So, simultaneous communications on two links i 
and j are guaranteed to be interference-free only if the 
link pairs i and j, i and j’, i’ and j, and i’ and j’ are interfer-
ence-free. Thus, collisions could also occur if any one of 
the following is true: 
 

2 1 1 1(| |) (| |) /P R R P T R K− > −  (3) 

 1 2 2 2(| |) (| |) /P T T P R T K− > −  (4) 
 2 1 1 1(| |) (| |) /P T T P R T K− > −  (5) 
 1 2 2 2(| |) (| |) /P R R P T R K− > −  (6) 
 2 1 1 1(| |) (| |) /P R T P R T K− > −  (7) 
 1 2 2 2(| |) (| |) /P R T P R T K− > −  (8) 

Inequalities (3) – (8) will be referred to as “protocol-
specific physical-interference constraints”, because these 
interferences would not be there if not for the protocol-
specific ARQ mechanism.  

We note that (1) – (8) can be easily transformed to dis-
tance relationships of the type |C - B| < (1+ ∆ )|A - B|, 
where (A, B) is the link being interfered by C [1][13], if the 
power-propagation function P(d) is a well defined non-
decreasing function of the distance d. 

3.3 Protocol Collision-Prevention Constraints in 
802.11 

There are two subtypes of “Protocol Collision-Prevention 
Constraints” in 802.11, as follows. 
Transmitter-Side Carrier–Sensing Constraints 

Carrier sensing can be used to avoid simultaneous 
transmissions that collide. Ideally, it should make use of 
(1) – (8) to decide which simultaneous transmissions are 
allowed. However, 802.11 imposes a set of carrier-sensing 
constraints that are distinct from (1) – (8).  

There are two carrier-sensing mechanisms in 802.11: 
virtual carrier-sensing (VCS) and physical carrier-sensing 
(PCS) [3]. With VCS, a node keeps silent in intervals 
specified by the NAV (“Network Allocation Vector”) in-
formation in RTS/CTS frames received from other nodes. 
With PCS, a node keeps silent when it senses enough 
strong power in the medium, or in intervals specified by 
the length field in the PHY headers of packets received 
from other nodes. For generality, we assume RTS/CTS 
Access Mode in the following discussion, where both VCS 
and PCS are operational. For Basic Access Mode, inequali-
ties (9), (10), (12) and (13) below could be eliminated.  

We assume RTS/CTS can be decoded if the received 
power is larger than a threshold Pv, or equivalently, the 
transmission distance of RTS/CTS is less than the virtual 
carrier sensing range, VCSRange. Consider links 1 and 2. 
Suppose that link 1’s transmission is already in progress 
when link 2 has a packet to transmit. Link 2 cannot trans-
mit if  
 2 1 2 1| | | |T T VCSRange OR T R VCSRange− < − <  (9) 

AP 1 AP 2 AP 3

STA 1

STA 2

 

(a) An example of EN 

AP 1 AP 2 AP 3

STA 1

STA 2

 
(b) Throughput is non-scalable due to EN  

Fig. 2. Illustration of exposed-node problem (EN).  
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If (9) is satisfied, T2 will have received the RTS of T1 or 
the CTS of R1, and the NAV contained in the RTS or CTS 
will prevent T2 from transmitting. Likewise, suppose link 
2’s transmission starts first. Then link 1 cannot transmit if 
 2 1 2 1| | | |T T VCSRange OR R T VCSRange− < − <  (10) 

If T1 and T2 can physically carrier-sense frames trans-
mitted by each other, simultaneous transmissions will 
also be prevented. This is the case if the received power is 
larger than a threshold PP, which can be mapped to a 
physical carrier-sensing range, PCSRange: 
 2 1| |T T PCSRange− <  (11) 

Although T1 will not transmit if it senses the ACK 
from R2 (and similarly for T2 and R1), we ignore these con-
straints because the “air-time” of ACK is usually much 
smaller than DATA.  

Inequalities (9)-(11) will be referred to as “Transmitter-
Side Carrier-Sensing Constraints”. They prevent a trans-
mitter from transmitting when it already senses another 
transmission. If the transmission would indeed result in a 
collision had it gone ahead, then the transmitter has made 
the right decision. However, there are situations when a 
transmitter-side carrier-sensing constraint is satisfied 
while none of the physical-interference constraints is sat-
isfied. In that case, the transmitter would have made a 
wrong decision. This is an EN situation. On the other 
hand, even if simultaneous transmissions are allowed by 
(9) – (11), a collision may result if any of the inequalities 
(1) – (8) is satisfied. This is an HN situation.   
Receiver-Side Carrier Sensing Constraints 

Another HN situation may arise due to receiver-side 
carrier sensing. Specifically, the later one of two overlap-
ping transmissions may fail if one of the following is true: 
 2 1 2 1| | | |R T VCSRange OR R R VCSRange− < − <  (12) 
 1 2 1 2| | | |R T VCSRange OR R R VCSRange− < − <  (13) 
 2 1| |R T PCSRange− <  (14) 
 1 2| |R T PCSRange− <  (15) 

Inequalities (12) – (15) will be referred to as “Receiver-
Side Carrier Sensing Constraints”. When none of the 
“Transmitter-Side Carrier-Sensing Constraints” ((9)-(11)) 
is true, T1 and T2 are allowed to transmit simultaneously. 
However, if any of (12) to (15) is satisfied, the receiver 
will not reply a CTS/ACK to the transmitter, causing the 
transmitter to interpret that as a collision, which then 
triggers backoff and retransmissions.  

Consider (12) (similar argument applies to (13)). If link 
1 starts its transmission first, then R2 has heard the RTS or 
CTS from T1 or R1, if (12) holds. When T2 attempts to initi-
ate a transmission later by sending an RTS to R2, R2 will 
not reply with a CTS since its NAV has been set. Inequali-
ties (14) and (15) are due to the default operation mode of 
the receiver design in most 802.11 products today. This 
operation mode is also assumed in the NS2 simulator 
[14]. Consider (14) (similar argument applies to (15)). If T1 
starts its transmission first followed by T2, then R2 will 
have locked on to the reception of the signal from T1 and 
it will not attempt to receive the overlapping signal from 
T2 that arrives later, even if the signal from T2 is much 
stronger. A rationale for this design could be that if R2 

were to receive the signal from T2 and then return an 
ACK, this ACK might interfere with the transmission on 
link 1. 

Note that (12) – (15) are conditions that lead to the 
classical HN situation [5][9]. At the same time, (12) – (15) 
are also conditions that may lead to an EN situation: this 
will be the case when none of (1) – (8) is satisfied. In that 
case, there is actually no interference. In the above exam-
ple, R2 can safely reply to T2 without fearing that it will 
cause interference on link 1. However, because it is ex-
posed to the signal from link 1, it will refrain from doing 
so. The more precise definitions for EN and HN will be 
given in the next section. 

4 FORMAL DEFINITIONS OF EN AND HN  
This section provides formal definitions for EN and HN 
based on a graph model derived from inequalities (1) – (15) 
and demonstrates the tradeoff between EN and HN. Let us 
assume the “two-ray ground” propagation model [15] [16]. 
The received power function is 
 ( ) /tP d P d α∝  
where Pt is the transmission power, d is the distance, and 
α is the path-loss exponent. If K=10, and 4α = , then from 
[17] the interference range (IR) due to the physical con-
straints on link (TA, RA) is 1/ 1.78A AIR K d dα= =  where 

| |A A Ad T R= − . That is, there should not be another active 
transmitter within the IR of RA when TA is transmitting to RA. 
In particular, IR depends on the distance dA. The VCSRange 
and PCSRange for the protocol constraints (9) – (15), on the 
other hand, are independent of dA. Thus, 802.11 can not ap-
proximate the physical constraints well.  

4.1  Link-Interference Graph from Physical 
Interference Constraints 

A link-interference graph (i-graph) can be used to capture 
the physical interference constraints graphically. In an i-
graph, a vertex represents a wireless link. This is an i-edge 
between vertices 1 and 2, if any of the inequalities (1) - (8) is 
satisfied. An i-edge means link 1 physically interferes with 
link 2, or vice versa. We define i-edges to be non-directional 
here. 

We next define an s-graph. There is a directional s-edge 
from vertex 1 to vertex 2, and a directional s-edge from ver-
tex 2 to vertex 1 when there is an i-edge between the two 
vertexes. Interference in either direction implies s-edges in 
both directions. The interpretation of s-edge is as follows. An 
s-edge from vertex 1 to vertex 2 means that in order to pre-
vent future collisions, link 1 must be capable of forewarn-
ing link 2 not to transmit when link 1 initiates a transmis-
sion. Whether the interference is from link 1 to link 2, or 
from link 2 to link 1, link 1 must be able to do so. The verti-
ces and the s-edges constitute the s-graph.  

Fig. 3 (a) and (b) show an example of mapping a network 
topology to an s-graph. In Fig. 3 (a), assume link 2 can inter-
fere with link 1, but not vice versa (because of the shorter 
length of link 2). There is an i-edge between their vertexes 
according to our definition. To prevent link 1’s from being 
interfered by link 2, when link 1 transmits, it should fore-
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warn link 2 not to transmit. Therefore, there is an s-edge 

from vertex 1 to vertex 2. Likewise, when link 2 transmits, it 
should forewarn link 1 not to transmit, else the signal on link 
1 will be corrupted anyway. Therefore, there is an s-edge 
from vertex 2 to vertex 1. Note that s-edges represent what 
SHOULD HAVE happened. The actual carrier-sensing op-
eration may fail to achieve this, however. 

4.2  Transmitter-Side Carrier–Sensing Graph (tc-
graph) 

The tc-graph is to model the Transmitter-Side Carrier–
Sensing. For 802.11, there is a directional tc-edge from vertex 
1 to vertex 2 if the (9) is true; and there is a directional tc-
edge from vertex 2 to 1 if (10) is true. There are two tc-edges 
(1 2 and 2 1) if (11) is satisfied. A tc-edge 1 2 means that 
link 1 can and will forewarn link 2 not to transmit. 

Fig. 3 (a) and (d) show an example of mapping a net-
work topology to a tc-graph. In this example, the trans-
mitters of links 1 and 2 cannot hear each other. However, 
the transmitter of link 2 can hear the CTS sent by the re-
ceiver of link 1. So, there is a tc-edge from link 1 to link 2. 
However, the transmitter of link 1 can neither hear the 
transmitter nor receiver of link 2. Hence, there is no tc-
edge from link 2 to link 1.  

4.3 Receiver-Side Carrier–Sensing Graph (rc-graph) 
The rc-graph is to model the Receiver-Side Carrier-

Sensing Constraints. For 802.11, there is an rc-edge 1 2 if 
(12) or (14) is true; and an rc-edge 2 1 if (13) or (15) is 
true. As with the tc-graph, the directional edges in rc-
graph may not be symmetric. An example is shown in Fig. 
3 (a) and (c).  

The sets of edges in s-graph, tc-graph and rc-graph are 
three different sets, as shown in the Venn Diagram in Fig. 
4. 

4.4  Formal definitions of EN and HN 
The phenomena of exposed and hidden nodes are due to rela-

tionship between links rather than that between nodes. So, ex-
posed- and hidden-node problems could be more accu-
rately defined as expose- and hidden-link problems. How-
ever, in view of the fact that the terms “exposed and hid-
den nodes” have already been widely used by the re-
search community, we will continue to adopt the less ac-
curate terms.  
Definition of EN. EN exists from link i to link j if and only if 

there is a tc-edge or rc-edge, but no s-edge, from vertex i to 

vertex j. Link j is said to be exposed to link i in this case.  
The interpretation is as follows. Since there is no s-

edge from vertex i to vertex j, there is no need for link i to 
forewarn link j when link i transmits because they do not 
mutually interfere. However, the carrier-sensing opera-
tion will either prevent link j from transmitting (in the 
case of a tc-edge), or prevent the success of the transmis-
sion (in the case of no tc-edge, but an rc-edge). In Fig. 5 (a), 
the green part shows the set of edges which cause EN.  
Definition of HN. HN exists from link i to link j if and only 

if there is an s-edge or rc-edge, but no tc-edge, from vertex i 

to vertex j. Link i is said to be hidden from link j in this case.   
The interpretation is as follows. Since there is no tc-

edge from vertex i to vertex j, the transmitter of link j will 
not be able to carrier-sense the transmission on link i. 
However, there is either physical interference from i to j 

(in the case of an s-edge), or the receiver of j will ignore 
the transmitter of j (in the case of an rc-edge) when the 
receiver already senses the transmission on link i. In ei-
ther case, the transmitter of link j will interpret that as a 
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Fig. 5.  The edges causing EN and HN.  
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 Fig. 3. Mapping of a network topology a) to b) s-graph and c) rc-
graph and d) tc-graph. (For convenience, assume VCSRange = 
PCSRange in this Figure)   
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Fig. 4  Relationships between edges in s-graph, tc-graph and rc-graph, 
and the inequalities associated with the edges. For any vertex pair i
and j, (i, j) could be an s-edge, tc-edge, rc-edge or none of them. Note 
that some (i, j) may belong to s-graph, tc-graph, and rc-graph simulta-
neously 
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collision. The carrier-sensing operation has failed in this 
case because of HN. In Fig. 5 (b), the red area shows the 
set of edges which lead to HN.  

According to the above definitions, in the example to-
pology of Fig. 3 (a), there is no EN, but there is HN: link 2 
is hidden from link 1. 

EN and HN are caused by discrepancies among s-graph, 
rc-graph and tc-graph. Denote the set of tc-edges in the tc-
graph by TC, denote the set of s-edges in the s-graph by S, 
and denote the set of rc-edges in the rc-graph by RC. We 
can compute the following measures of interest: 

•  # of HN-causing edges: NHN = | ( ) |S RC TC∪ ∩ . 
•  # of EN-causing edges: NEN = | ( ) |TC RC S∪ ∩ . 
•  MISS RATIO= NHN / | |S RC∪   (ideally, TC needs to 

fully cover | |S RC∪  to remove HN). 
•  FALSE-ALARM RATIO= NEN / |S| (to remove EN 

completely, TC RC∪  should not go beyond S). 
Note that while EN and HN have been defined as local 

relationships between two links, miss ratio and false-
alarm ratio are global measures of the severities of HN 
and EN in the overall network. 

We now study the tradeoff between EN and HN as-
suming the use of 802.11b, which supports four data 
transmission rates, 1, 2, 5.5 and 11Mbps. Table 1 shows 
the maximum transmission ranges (TxRange), adopted 
from [18].  

We generated three random network topologies with 
100 nodes in a circular plane with 2km radius and com-
pute their respective s-graph, rc-graph and tc-graph for 
each setting. A link is formed by a pair of nodes: one node 

acts as the transmitter and the other as the receiver. And 
for convenience, each node only belongs to one link, 
where actual data transmission takes place. So there are 
altogether 50 links in each topology. Four cases corre-
sponding to different TxRange, VCSRange, PCSRange set-
tings are considered and they are listed in Table 2. The 
miss ratio and false-alarm ratio are shown in Table 3.  

Both HN and EN exist in all the four cases. Generally, 
changing the PCSRange, VCSRange or TxRange in 802.11 
cannot eliminate HN and EN entirely. There is also a 
tradeoff between HN and EN. The severity of HN and EN 
depends on various factors, such as the range settings, the 
node density, specific topologies and traffic patterns. 

5 SELECTIVE DISREGARD OF NAVS (SDN) 
Sections 5 and 7 present a scheme to remove EN and a 
scheme to remove HN, and Sections 6 and 8 examine 
their performance, respectively. To remove EN, we need 
to find a way to carrier-sense without limiting spatial re-
use. That is, we need to eliminate unnecessary tc-edges 
represented by inequalities (9)-(11) and rc-edges repre-
sented by (12)-(15). To remove HN, on the other hand, we 
should ensure interfering links can carrier-sense each 
other. This section presents a scheme called Selective Dis-
regard of NAVs (SDN) to remove EN. By itself, SDN does 
not try to remove HN. There are three parts to SDN, de-
scribed as follows.   

SDN. I - Turning off PCS and Using RS 
To achieve scalable performance, physical carrier sensing 
needs to be deactivated, so that a node's transmission 
decision depends only on the NAVs, as described in 
SDN.II below. This means that a node can initiate a 
transmission as long as its NAVs allow it, whether or not 
the medium is sensed as busy physically. Deactivating 
physical carrier sensing removes (11). 

In some commercial 802.11 chips, there is a receiver 
"Restart mode" (RS) that is available at the physical layer 
(i.e., below the 802.11 MAC layer), in which a receiver 
will switch to receive a stronger signal in the midst of 
receiving a weaker signal if the power difference is suffi-
ciently large (usually, the ratio is the minimum SIR ratio 
required for detection, K). This feature can be used to lift 
the limitations imposed by inequalities (14) and (15). 
Then, simultaneous transmissions of two links will suc-
ceed as long as there is no i-edge between them.  

By removing (11), (14), and (15), the associated tc- and 
rc- edges have also been removed. The deactivation of 
physical carrier sensing may potentially cause HN. HN 
can be effectively reduced by incorporating a “Hidden-
Node Free design”, which will be discussed later. 

SDN.II - Selective Disregard of NAV (SDN) 
SDN.II is to ensure that VCS allows simultaneous trans-
missions that satisfy none of (1) – (8). The VCS of 802.11 is 
modified so that the NAV in RTS/CTS packets is only 
selectively considered. Each node not only monitors 
whether there are other ongoing transmissions, but also 
who is transmitting to whom (by reading the transmitter 
and receiver addresses in the RTS/CTS it has received). A 

TABLE 1 
TRANSMISSION RANGES FOR VARIOUS DATA RATES 

DATA RATE (MBPS) 1 2 5.5 11 
TXRANGE (M) 550 437 292 232 

 

TABLE 2 
4 EXAMPLE CASES OF TXRANGE, VCSRANGE AND 

PCSRANGE SETTINGS 
 TXRANGE (M) VCSRANGE (M) PCSRANGE (M) 

CASE 1 437 437 437 

CASE 2 232 437 437 

CASE 3 232 437 550 

CASE 4 232 232 550 

 

TABLE 3 
HN-CAUSING EDGES AND EN-CAUSING EDGES (AVERAGED OVER 3

RANDOM TOPOLOGIES) 

 
# of HN-causing 

edges 
MISS RATIO 

(%) 
# of EN-causing 

edges 

FALSE- 
ALARM RA-

TIO (%) 

Case 1 172 61.9 5.33 1.96 

Case 2 23.7 19.8 55.3 69.4 

Case 3 28.0 16.6 104 116 

Case 4 26.3 16.8 78.3 88.1 
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node may transmit its own frame provided there is no i-
edge between its link and the currently transmitting links. 
In the 802.11 standard, RTS contains both addresses, but 
CTS only contains the receiver address, so a new field 
containing the transmitter address should be added to 
CTS. Together with SDN.I, SDN.II removes the effects of 
edges in ( )TC RC S∪ ∩ . The details of the SDN.II algo-
rithm are as follows: 
(i) Each node a keeps an NAV set, NAVa = {NAV(a, k)}, 

consisting of the NAVs node a hears in its neighbor-
hood, where k is the label for links. NAVs heard are 
contained in the RTS and CTS sent by other nodes. 

(ii) Suppose node a has a packet to transmit to node b. 
Node a will send an RTS to b if and only if for all k 
with NAV(a, k) > 0, there is no s-edge between vertex 
(a, b) and vertex k. Note that unlike in the standard 
802.11, NAVs from non-interfering links are ignored. 

(iii) Node b also keeps an NAV set, NAVb={NAV(b, m)} 
that b hears in its neighborhood, where m is the label 
for links. After receiving node a’s RTS, it will reply 
with a CTS if and only if there is no s-edges between 
vertex (a, b) and vertex m. 
An assumption in (ii) is that a node knows the s-edges 

in its neighborhood: the power exchange (PE) algorithm 
in SDN.III is used to construct the s-edges in a distributed 
manner. With (ii), a transmission will proceed only if (a) 
doing so will not cause interference to the current trans-
missions; and (b) the transmission will not be interfered 
by the current transmissions. Note that the selective na-
ture of SDN.I and II gets rid of rc-edges and tc-edges 
where there is no s-edge.  

Note that SDN can operate without removing HN en-
tirely, as the original 802.11 networks can operate while 
there is HN. However, even if we do not want to remove 
HN entirely, to avoid excessive collisions, a reasonable 
VCSRange should be larger than the maximum Interfer-
ence Range, IRmax, which satisfies max max( ) ( ) /P IR P d K= .  

SDN.III - Constructing s-graph using PE Algorithm  
In SDN.II, each node needs to know the s-edges of its 
links. To construct the s-edges, each node a periodically 
broadcasts special power-exchange (PE) packets and re-
ceives PE packets from nearby nodes. The periodical 
broadcasting is for robustness and more accurate estima-
tion of power. The transmission power for PE packets is 
the same as that for regular packets, and we assume that 
all nodes use the same transmit power and receiver sensi-
tivity. 
(i) Node a measures the powers of PE packets transmit-

ted by other nodes that it can hear, and keeps the 
power information in a “power set”, Pa = {[c, P(c, a)]} 
where c is the node label of the sender of the PE 
packets.  

(ii) Periodically, node a broadcasts one PE packet, which 
contain (1) A list of active links (a, b) or (b, a) (b is any 
other node forming a link with a); and (2) Pa. (We do 
not require the periodic broadcasts of different nodes 
to be synchronous).  

(iii) Node a identifies its associated s-edges based on the 
PE packets that it receives (The detailed procedure is 

described in the Appendix I.) 

Condition for Correct Operation of PE 
The following condition is sufficient to ensure a node can 
construct its associated s-edges:  
 max max( ) ( ) /P PERange d P d K− <  (16) 
where dmax  is the maximum link distance in the network, 
PERange is the transmission range of the PE packets, and 
P(.) is the received power as a decreasing function of dis-
tance. The proof is given in the Appendix I. 

A point to note about the PE algorithm is as follows. 
PE packets are not the same as RTS/CTS packets, and are 

not used for carrier-sensing purposes. They are special 
packets used for distributed construction of s-edges. They 
are transmitted periodically for robustness and accurate 
estimation of power, especially when the network topol-
ogy or conditions have changed. In the indoor environ-
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Fig. 6  Comparison of 802.11 and SDN in a regular topology.  
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ments where node movement and channel variation is 
slow, the overhead of PE algorithm is low since the 
broadcast period can be long. Even if more frequent 
broadcast is needed, PE algorithm is still worthwhile con-
sidering its benefit—achieving O(n)-scalable (instead of 
O(1)) throughput by addressing the EN problem. The 
benefit increases unboundedly when n increases. This 
will be elaborated in the next section and Appendix II. 

6 EN AND ITS IMPACT ON SCALABILITY 
This section investigates the impact of EN on scalability. 

We focus on infrastructure networks rather than ad hoc 
networks here. Analysis of ad hoc networks can adopt a 
similar approach with similar qualitative results. We 
show by simulations and analytical arguments that, in 
terms of the sum of one-hop throughputs, the original 
802.11 is non-scalable. SDN, on the other hand, is scalable 
and can achieve O(n) throughput where n is the number 
of nodes per unit area. This matches the theoretical results 
under “perfect scheduling” in [2] as far as the order of 
throughput is concerned.  

Now we validate the performance of SDN by NS-2 
simulations. Consider the grid topology in Fig. 6 (a). In a 
square area of D*D, there are M2 equal-sized cells. In each 
cell, 4 client stations are associated with an AP at the cen-
ter, forming an Infrastructure Network. There is a satu-
rated UDP flow from each client to its AP. The length of a 
cell’s edge is D/M, and the distance between each client 
and its AP is D/(3M). D=1440m, PCSRange=550m, and 
VCSRange=437m. The power margin K=10. And “two-ray 
ground” propagation model is adopted. We progressively 
let M = 2, 3, 4 and 5. Since there are totally M2 APs and 
4M2 clients in the area, the node density increases with M.  

The total throughputs (
ii

T∑ , where Ti is the 

throughput of link i) and transport capacities (
i ii

Td∑ , 

where di is the distance between the transmitter and re-
ceiver of link i [1]) with SDN and original 802.11 are 
shown in Fig. 6 (b).  

In Fig. 7 (a), the clients are randomly located with a uni-
form distribution. Each client establishes a link with the 
nearest AP, and (# of clients) / (# of APs) remains 4. The 
total throughputs with SDN and original 802.11, averaged 
over three random topologies, are shown in Fig. 7 (b). 

From Fig. 6 (b) and Fig. 7 (b), we see that because of 
EN, the total throughput of 802.11 reaches a limit when 
the # of APs increases, revealing its non-scalability. When 
more WLANs and user nodes are added so that the net-
work becomes more densely populated, the aggregate 
throughput per WLAN decreases. SDN effectively solves 
the scalability problem - its total throughput is nearly 
proportional to the number of APs, and the throughput 
per WLAN does not decrease. Also, unlike SDN, the 
“transport capacity” of 802.11 in Fig. 6 (b) decreases with 
the increase of the # of APs, since the throughput does 
not increase while the link distances decrease. 

About the performance of PE algorithm, Fig. 7 (c) 
shows the average number of PE packets transmitted (per 
node) before all nodes initially constructed their s-edges. 
Ideally, the time needed for this initial convergence 
should be within two periods, since each node needs two-
hop information (see Appendix I). But due to packet colli-
sions, the average # of PE packet per node is higher than 
2. After the initial convergence, each node continues 
broadcasting PE packets periodically for robustness and 
to adapt to channel variations. In indoor environments 
where node movements and channel variations are slow, 
the broadcast period can be made, say, 1 sec, which leads 
to little overhead. Even when more frequent broadcasts 
are needed, the overhead cannot offset the throughput 
gain from O(1) of 802.11 to O(n) of SDN. 
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Appendix II gives the analytical arguments for the 
above observations. That is, SDN is scalable—achieving 
O(n) total throughput; while 802.11 is unscalable—
achieving O(1) total throughput. 

7 HIDDEN-NODE FREE DESIGN (HFD) 
Recall that HN exists between two links if 1) transmis-
sions on the two links may interfere with each other to 
cause reception failure on one or both links; and 2) the 
sender of one of the links cannot sense the transmission on 
the other link, and/or vice versa. According to the formal 
definition of HN (Section 0), the set of edges which causes 
HN is ( )S RC TC∪ ∩ . Therefore to remove HN, we 
should guarantee that 
 ( ) ( ) ( )S RC TC S TC RC TC∪ ∩ = ∩ ∪ ∩ = ∅  (17) 

Equivalent to (17), the following two conditions 
should be guaranteed: 
 S TC∩ = ∅  (18) 
 RC TC∩ = ∅  (19) 

We now present a set of sufficient conditions for remov-
ing HN, which we refer to as Hidden-node Free Design 
(HFD). Note that HFD does not necessitate SDN, and vice 
versa, although they can be combined to solve HN and 
EN in a complementary way. The treatments in Section 7 
and Section 5 are parallel and independent. In Section 9 
we will combine SDN and HFD. 

7.1  HFD for IEEE 802.11 Basic Access Mode 
We first consider HFD for the IEEE 802.11 Basic Access 
Mode. The basic idea is to 
(i) Make RC empty (satisfy (19)), and 
(ii) Make TC fully cover S (satisfy (18)). 

HFD for Basic Access Mode [20] consists of (a) the Re-
start Mode (to achieve (i)); and (b) a constraint on the 
power budget of links (to achieve (ii)).  
(a) Receiver Restart Mode (RS): As has been mentioned 
in Section 5, this is a receiver mode that can be enabled in 
some commercial chips. Like normal receivers without 
RS, a receiver with RS that has sensed a transmission in 
progress should not initiate a new DATA transmission of 
its own. Also, if it receives a new signal with less than 
1/Ct times the power of the previous signal, the receiver 
will properly decode the previous signal and ignore the 
later signal. However, with RS, if the power of the new 
signal is more than Crt times the power of the previous 
signal, the receiver will then switch to receive the stronger 
new signal. For simplicity, we assume Crt = Ct = K.1 If the 
new signal is a DATA targeted for the receiver, the re-
ceiver will then reply with an ACK. Note that receivers 
without RS will not attempt to receive the new signal even 
if it is much stronger than the previous signal. That be-
havior is called “receiver capture”. 
(b) Link Power-Budget Requirement: In addition to (a), 
the following inequality needs to be fulfilled to eliminate 
HN: 
 

max max( ) ( 2 )tP d C P PCS d≥ −  (20) 

 
1 In SDN (Section 5 and 6), we have also assumed Crt = Ct = K. 

where P(.) is the received power as a function of distance, 
dmax is the maximum link length in the network, PCS is the 
physical carrier-sensing range, and Ct is the detection 
threshold. An implicit assumption in the above inequality 
is that P(.) is a decreasing function of distance.  

If we define a “maximum Interference Range” IRmax, 
which satisfies 
 max max( ) ( ) / tP IR P d C=  (21) 
then (20) is equivalent to 
 max max2PCS d IR≥ +  (22) 
This has been graphically explained in Section 2 (see Fig. 
1 (b)). Note that this is a requirement imposed on the net-
work design. PCS should be large enough relative to the 
maximum link length dmax if HN is to be removed.  
We could plug in a suitable propagation model to the 
above requirements. The received power function is usu-
ally in the form of  
 ( ) /tP d P d α∝  (23) 

where Pt is the transmission power, d is the distance and 
α  is the path-loss exponent, which ranges from 2 to 6 
according to different environments [16]. For example, 
assuming Ct=Crt=10, 4α = , and defining 1/ 1tC α∆ = − , 
the requirement then becomes 
 max max max2 (1 ) 3.78PCS d d d≥ + + ∆ ≈  (24) 
In [19][20], we have given detailed proof that (a) and (b) 
ensure that the network is HN-free. We omit the proof 
here to conserve space. 

Implementation Considerations 
To ensure (24), we can either adjust PCS (PCS Range), or 
imposed a limit on the maximum link length dmax such 
that it is sufficiently smaller than the maximum transmis-
sion range, or both. For HFD for RTS/CTS in the next 
subsection, we also need to adjust VCS (VCS Range), so 
we will discuss the implementation issues together here. 
PCS, VCS and dmax are determined by transmission power 
Pt and receiving thresholds. The following discussion 
assumes all nodes use the same uniform Pt and receiving 
thresholds, hence they have the same PCS, VCS and dmax. 
We can write 

 
max( ; )t linkP P d P=  (25) 

 ( ; )t PCSP P PCS P=  (26) 
 ( ; )t VCSP P VCS P=  (27) 
where P(Pt ; x) is the received power at a distance x; Plink is 
the received power threshold required to establish a link 
– we do not set up a link if the received power falls below 
this threshold; PPCS is the received power threshold for 
physical carrier sensing – if the received power is lower 
than PPCS, PCS will not be operated even if the power is 
sufficient to decode the PHY header; and PVCS is the re-
ceived power threshold for virtual carrier sensing – no 
NAV will be set even if the RTS/CTS packets can be de-
coded if the received power falls below this threshold. In 
general, PCS > VCS > dmax if excessive HN collisions are to 
be avoided, which means PPCS  < PVCS < Plink. .This trans-
lates to the following receiver carrier-sensing operation:  
1. The receiver will only attempt to decode a signal if the 

received power Pr > PPCS .  
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2. If Pr > PPCS, the receiver will first attempt to decode the 
PHY header. If the PHY header cannot be decoded 
(could be a non-802.11 source, or 802.11 collided pack-
ets), then power carrier-sensing kicks in – the receiver 
will continue to regard the medium as “busy” until the 
power level falls below PPCS.  

3. If the PHY header can be decoded but not the MAC 
payload, then wait until the end of the packet (can be 
deduced from the length field in the PHY header) plus 
EIFS [3] in accordance to the 802.11 specification be-
fore regarding the medium as “idle”.  

4. If the PHY header and MAC payload can be decoded, 
and if this is an RTS/CTS packet, set the NAV in ac-
cordance to the 802.11 specification only if Pr > PVCS; 
do nothing otherwise.  

5. If the PHY header and MAC payload can be decoded, 
and this is a regular DATA/ACK packet targeted for 
others, operate in accordance to the 802.11 specifica-
tion. 

   
PCS, VCS and dmax could be adjusted by tuning the 

power thresholds. For example, if we want PCS=3.78dmax, 
with the assumption of two-ray ground model, (25) and 
(26) become 
 4

maxt linkA P d P−⋅ ⋅ =  (28) 

 4
t PCSA P PCS P−⋅ ⋅ =  (29) 

where A is a constant [16] . So, we have 
 43.78 , ( ) ( ) 23.10( )link PCS PCS linkP P or P dB P dB dB= ≈ − (30) 

But clearly, these thresholds cannot be infinitely small 
due to physical-layer feasibility. If the receiver sensitivi-
ties needed to decode DATA, PHY header, and RTS/CTS 
frame (which are transmitted at different bit rates and 
therefore have different SIR requirements) are Pl, PP and 
PV, then we must ensure , ,link l PCS P VCS VP P P P P P≥ ≥ ≥ . If 
these inequalities cannot be satisfied then it will be neces-
sary to increase Pt. 

The above condition PCS=3.78dmax seems to be strin-
gent. However, they are fundamental conditions we have 
identified in order to remove HN entirely. In practice, 
however, with specific design scenarios and limitations, 
one may choose to relax the requirement if certain 
amount of HN can be tolerated. Our conditions here pro-
vide a useful guideline. (In particular, Fig. 13 will plot a 
series of tradeoff points a designer can choose from.) 

7.2  HFD for IEEE 802.11 RTS/CTS Access Mode 
For RTS/CTS Access Mode, TC contains the edges speci-
fied by (9) - (11), and RC contains the edges specified by 
(12) - (15). HFD for RTS/CTS mode consists of four parts: 
(i) PCS for RTS/CTS is turned on, but PCS for 

DATA/ACK is turned off - this means a node will 
not refrain from transmission if it senses a 
DATA/ACK packet. For implementation, a new bit 
can be added to the PHY header to indicate whether 
the packet type is RTS/CTS or DATA/ACK. After 
the PHY header is decoded, a node decides whether 
to operate PCS. On the other hand, if the PHY header 
cannot be decoded due to interference, then power 

carrier-sensing will kick in as a conservative measure 
(see item 2 in the carrier-sensing operation above). 

(ii) Receiver Re-start Mode, to remove (14) and (15) from 
RC. 

(iii) When a node receives an RTS targeted for it, it will 
always reply with a CTS regardless of NAV. Note 
that this is similar to the behavior of ACK (no carrier-
sensing is needed before sending an ACK). Its pur-
pose is to remove (12) and (13). With (ii) and (iii), the 
set RC becomes empty.  

(iv) If Crt = Ct, two power budget requirements as de-
scribed in the following:  

Power budget requirement 1: 
 max max

max max

( ) ( ),
or equivalently,

tP d C P VCS d
VCS d IR

≥ −
≥ +

 (31) 

where IRmax satisfies (21). 
Consider two links, 1 and 2, which mutually interfere 

because an inequality in (1) - (8) is true. Then, to prevent 
collision and HN, T1 and T2 must be able to hear the CTS 
or RTS transmitted on the other link. It’s not difficult to 
verify that inequality (31) ensures this [19]. 
Power budget requirement 2: 
 max / max

/ max max

( ) ( 2 ),
or equivalently, 2

t RTS CTS

RTS CTS

P d C P PCS d
PCS d IR

≥ −
≥ +

 (32) 

That is, the PCS Range of RTS/CTS should cover the 
sender of an interfering link (similar to (20) in HFD for 
Basic Access Mode). Its purpose is to avoid collisions 
among RTS/CTS, which carries important NAV informa-
tion. Note that unlike DATA/ACK, RTS/CTS packets can 
only be protected by the PCS mechanism, but not the VCS 
mechanism. The proof of (32) is similar to the proof of 
HFD for basic Access Mode. 

The difference between inequalities (32) and (31) is as 
follows. Inequality (32) is to guarantee that two interfer-
ing links can warn off each other of potential RTS/CTS 
collisions through PCS before the RTS/CTS can be de-
coded, and it addresses HN collisions among RTS/CTS. 
Inequality (31), on the other hand, is to guarantee that any 
two interfering links can warn off each other through 
VCS after RTS/CTS are decoded, avoiding DATA/ACK 
collisions.  

8 PERFORMANCE EVALUATION OF HFD 
We only present performance results of HFD for Basic 
Access Mode here. The results of HFD for RTS/CTS 
Mode are similar qualitatively and can be found in [19]. 

“TCP unfairness” and “re-routing instability” are two 
performance problems triggered by HN identified previ-

1 2 3 4 5 6 11 12

1 2 3 4 5 6

(b)

(a)

...

 
Fig. 8. Topologies and traffic flows being simulated for study of HN 
effects.  
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ously [5]. This section validates by NS-2 simulation that 
HFD eliminates these problems. As in [5], we consider a 
chain topology, as shown in Fig. 8. In (a), 6 nodes in a 
straight line are spaced apart equally by 140 meters; in 
(b), 12 nodes in a straight line are spaced apart equally by 
140 meters. The data rate is set at 11Mbps. The two-ray 
ground propagation model is adopted with loss exponent 

4α = . The thresholds Crt and Ct, are both set to 10. The 
RS mode is turned on for the HFD simulation and turned 
off the non-HFD simulation. The physical carrier-sensing 
range is 550m in both cases. Thus, the dmax for HFD ac-
cording to (24) is 550/3.78 = 145m, and both the topolo-
gies (a) and (b) satisfy this. The Ad-hoc On-Demand Dis-
tance Vector (AODV) routing protocol [21] is used, and 
TCP/UDP packet size of 1460 Bytes is assumed.  

8.1  TCP Unfairness  
We ran a TCP simulation experiment on the topology of 

Fig. 8 (a). TCP 1 is from node 1 to node 3, and TCP 2 is 
from node 6 to node 4. TCP 1 starts earlier than TCP 2 at 
time = 3.0 sec, and TCP 2 starts at time = 10.0 sec. Without 
HFD’s RS mode, node 1 is hidden from node 5: node 4 
can sense node 1 but not node 5, causing node 5’s DATA 
packet to be ignored by node 4 when node 1’s DATA is 
already in progress. Likewise, node 2 is hidden from node 
6. Because TCP 1 starts earlier, TCP 2 virtually has no 
chance to obtain any throughput (See Fig. 9 (a)). Fig. 9 (b) 
shows that this severe “unfairness” problem is eliminated 
with HFD.  

8.2  Re-routing Instability 
We performed a UDP simulation experiment on the to-
pology of Fig. 8 (b). There is a UDP flow from node 1 to 
node 12. Without HFD’s RS mode, node 5 is hidden from 
node 1, causing the DATA packets of node 1 to be repeat-
edly ignored at node 2 when node 5 transmits its DATA 
packets. Likewise, nodes 2, 3, 4, … face the same prob-
lems. It has been shown in [5] [9] that throughput instabil-
ity can result from misinterpretation by the routing algo-
rithm that links are down because of such repetitive 
packet transmission failures. Reference [9] showed that 
this instability can be removed by de-activating the part 
of the routing algorithm that gives up the old route before 
a new route can be found. Fig. 10 shows that the through-
put instability can also be removed by HFD.  

9 COMBINATION OF SDN AND HFD 
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Fig. 10. Throughput stability (instability) of an 11-hop UDP flow with 
(without) HFD.  

TABLE 4
COMBINATION OF SDN AND HFD FOR RTS/CTS ACCESS MODE 

 Receiver Restart 
Mode 

Power Exchange 
Algorithm 

Selective Disre-
gard of NAV 

Power Budget Re-
quirements of HFD 

PCS for 
RTS/CTS 

SDN x x x   
HFD x   x x 

SDN+HFD x x x x x 
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Fig. 9. TCP fairness (unfairness) with (without) HFD.  
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We have considered SDN and HFD separately in the last 
four sections. We now combine them in the fashion 
shown in Table 4. Note that the “HFD” refers to “HFD for 
RTS/CTS Access Mode” here, since SDN works in this 
mode can only be combined with this version of HFD. To 
demonstrate SDN+HFD can mitigate EN and HN simul-
taneously, we carried out NS-2 simulations with the grid 
topology as in Fig. 7 (a), where D is set to 700m and M = 
3, 4, 5. A total of 4M2 clients are randomly placed in the 
whole area with a uniform distribution. Each client con-
nects to the nearest AP at the center of a cell. Therefore, 

max /( 2 )d D M=  (the distance from the center to a corner 
of one cell). We set Ct=Crt=10, PCS=640m, VCS=480m. 
With the above settings, it can be verified that the two 
power budget requirements of HFD, (31) and (32), are 
satisfied. 

9.1  No power control 
We first consider the case in which there is no power con-
trol so that as M increases, the PCS and VCS ranges re-
main 640m and 480m respectively. From Fig. 11, pure 
SDN has the best throughput performance. SDN elimi-
nates EN entirely, which enabling scalable throughput as 
number of AP increases, despite having no power control. 
However, the higher degree of HN in SDN is revealed in 
the transmission failure rate due to HN. (Despite the fail-

ing rate, SDN has the highest throughput because the 
number of transmission attempts is the highest.) 

The throughputs of the original 802.11, HFD, and 
SDN+HFD do not scale. The reason that HFD and 
SDN+HFD do not scalable throughput is because physi-
cal carrier sensing is turned on for RTS/CTS in HFD. 
When the coverage area of a fixed PCS range is already 
heavily populated with simultaneous RTS/CTS, further 
adding APs does not help spatial re-use due to EN of 
RTS/CTS.  

It is interesting to note that both HFD and SDN+HFD 
can achieve higher throughput and lower transmission 
failure rate than the original 802.11. For HFD, the 
throughput increase is due to the lower failing rate, which 
results from reduced HN. For SDN+HFD, this can be ex-
plained by the fact that both EN and HN are reduced compared 
to 802.11, where both EN and HN are severe. 

Note that even with HFD, the failing rate is about 10%. 
Most of these failings are not due to HN, but due to the 
fact that different nodes may still happen to transmit at 
the same time slot (i.e., their random backoff counter re-
duces to 0 at the same time). This is a different kind of 
collisions which do not cause much trouble because after 
the collision, new random backoff numbers are picked by 
these nodes and consecutive collisions are unlikely.   
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Fig. 12. Comparison of Throughput and Failing Rate (With Power 
Control—"PC").  
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Failing rate = # of failed transmissions / total # of transmissions 

Fig. 11. Throughput Comparison (closely related to EN, and loosely 
related to HN) and Failing Rate Comparison (related to HN).  
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9.2  Uniform power control (or receiving threshold 
adjustments) 

In the next experiment, we scaled PCS and VCS down in 
proportion to the cell size as M increases. For the 16-AP 
case, the ranges are scaled by a factor of 3/4; and for the 
25-AP case, by a factor of 3/5. This can be implemented 
by two alternative power/threshold adjustment schemes, 
as discussed below. Since dmax is also scaled down propor-
tionally, the power budget requirements of HFD are still 
satisfied. If two-ray ground propagation model with 

4α =  is assumed, (25)-(27) can written as 
 4( ; ) /threshold t tP P P Range P Range= ∝  (33) 
where Pthreshold stands for any of Plink, PPCS and PVCS, and 
Range stands for any of dmax, PCS and VCS, respectively.  

Scheme 1: Adjust Pt with fixed Plink, PPCS and PVCS 
According to (33), to reduce Range to a fraction of G times 
the original value, we can reduce Pt of all the nodes to a 
fraction of G4 times the original level, while keeping the 
threshold values Plink, PPCS, PVCS unchanged. Thus, for 
G=3/4, G4=0.316; for G=3/5, G4=0.130.  

Scheme 2: Adjust Plink, PPCS and PVCS with fixed Pt 
Fix Pt but raise Pthreshold (Plink, PPCS and PVCS) of all the nodes 
to G-4 times the original values. For G=3/4, G-4=3.16; for 
G=3/5, G-4=7.69. 

As can be seen from Fig. 12, with uniform power con-
trol (“Scheme 1” is adopted in our simulation. But “Scheme 
2” should give the same results), all schemes become scal-
able. And HFD and SDN+HFD still have better through-
put performance than the original 802.11. Note that the 
throughput performance of pure SDN is the same with or 
without power control and is therefore not drawn here. 
SDN+HFD is superior to HFD and 802.11 in terms of both 
network throughput and transmission failure rate.  

9.3  Non-uniform power control or receiving 
threshold adjustment 

Here, different nodes can use different transmit powers or 
receiving thresholds, which can be set properly after a 
node finds out its interference relationship with the 

neighboring links through the Power-Exchange Algo-
rithm. This is a fully distributed algorithm, and it is espe-
cially useful in networks where the nodes are not uni-
formly distributed. In [20], we have explored this scheme 
for IEEE 802.11 Basic Access Mode. As part of future 
work, it would be interesting to extend it to the RTS/CTS 
Access Mode to be combined with SDN. 

9.4  Tradeoff between EN and HN 
In the above, we have seen that EN and HN can not be 
simultaneously eliminated by SDN+HFD, especially in 
the case without power control. To reduce the collisions 
(HN) among RTS/CTS packets, PCS for RTS/CTS is 
turned on. This, however, introduces EN among 
RTS/CTS packets. Therefore, there is a fundamental 
tradeoff between EN and HN in SDN+HFD (the tradeoff 
certainly exists in the original 802.11). If we decrease the 
PCS range of RTS/CTS, EN is reduced but HN is in-
creased.  

To illustrate this point, we vary the PCS range (and 
also VCS range proportionally) in the above 16-AP net-
work. The total throughput and failing rate as functions 
of PCS range are plotted in Fig. 13 (the label besides each 
point indicates the PCS range at that point). For compari-
son, the curves of 802.11 are also plotted. 

However, it is also important to note that with 
SDN+HFD, both EN and HN have been simultaneously 
reduced compared to 802.11, which leads to higher total 
throughput and lower failing rate. In summary, although 
the fundamental tradeoff between EN and HN still exists, 
“tradeoff frontier” becomes much better than that in the 
original 802.11 (see Fig. 13). 

9.5  Effect of Multiple Interference ("MI") and 
Channel Fading 

By now, we have designed and evaluated several proto-
cols based on a mathematical model to address EN and 
HN in 802.11 wireless networks. In practice, however, 
there are some other issues to consider. For example, in-
terference at a receiver may come simultaneously from 
the multiple nodes, whose powers accumulate at the re-
ceiver and further reduce the SIR. Also, channel fadings 
make the received power random instead of determinis-
tic. And the fluctuation of received power may introduce 
EN or HN in our design. 

In this subsection, we consider the effects of multiple 
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interference and channel fading on the performance of 
SDN+HFD, as well as the original IEEE 802.11. And we 
propose to use a "perturbation design" (i.e., introduce a 
"SIR margin") to counter some of the negative effects.  

We have modified the original NS-2 code to take into 
account the above effects. For each protocol (SDN+HFD 
or 802.11, w/o power control), we simulate the case when 
multiple interference ("MI") is present, and the case when 
both MI and fading are present. We assume Rayleigh fad-
ing, where the received power is multiplied by a factor 
which is exponentially distributed with expected value 1. 
(Rayleigh fading assumes no "Line-of-Sight" propagation. 
In practice if there is a direct "Line-of-Sight" propagation 
path, the performance would be much better.) Fig. 14 
shows the results of "SDN+HFD" and "802.11" (other pro-
tocols have similar patterns).  

We have the following observations: 
•  The performance of both protocols suffers from multi-

ple interference and fading.  
•  The effect of multiple interference is not significant in 

both protocols. Therefore, the pairwise interference 
model is a good approximation, with the advantage of 
simplifying protocol designs. In Fig. 14, the effect of 
MI on 802.11 seems smaller, since carrier-sensing in 
802.11 is quite conservative such that the accumulation 
of multiple interference does not make the SIR level 

drop below the threshold (i.e., 10) very often.  
•  Rayleigh fading has a larger effect. With the received 

power exponentially distributed, the probability of 
very low power is considerable. In Fig. 14, it actually 
cuts down a larger percentage of the throughput from 
802.11 than SDN+HFD. 
We can introduce a "SIR margin" to offset the extra col-

lisions caused by MI. That is, instead of implementing 
SDN+HFD with SIR threshold 10, we target a higher SIR 
threshold. With this change, the PCS/VCS ranges need to 
be increased, and there are more "Interference Relation-
ships" assumed by each link. Fig. 15 shows the simulation 
results before and after setting SIR threshold to 15 (i.e., 
11.76dB, with a 1.76dB-margin above 10dB). 

With this SIR margin, the "failing rate" roughly returns 
to the level without considering MI (meaning that the 
extra collisions caused by MI are cancelled out), but as a 
tradeoff, the throughput is decreased due to the increased 
PCS/VCS ranges. 

SIR margin can also be used to combat channel fading. 
But it is more difficult to address due to the possibility of 
very low received power (deep fading). However, the 
performance degradation caused by fading is a common 
problem in all wireless networks, and not a problem spe-
cific to our design (Fig. 14). 

10 CONCLUSION 
In the seminal work of [1] [2], the authors established 

the fundamental capacity bounds for large-scale wireless 
networks. This work led to numerous follow-up investi-
gations by the research community. Most of these efforts 
were theoretical in nature and they generally assumed 
“perfect scheduling” in which there is implicitly an all-
knowing scheduler with global information to schedule 
node transmissions. Meanwhile, in the practical realm, 
the IEEE 802.11 WLAN based on a CSMA/CA MAC pro-
tocol has enjoyed tremendous commercial success. There 
is a gap between theory and practice today. 

This paper is an attempt to fill the gap. Although there 
have been many investigations on the well-known ex-
posed-node (EN) and hidden-node (HN) phenomena in 
802.11 networks, most of these investigations are based 
on incidental examples. This paper has provided formal 
definitions for EN and HN needed for a more compre-
hensive study. We have shown that EN leads to non-
scalable throughput as node density increases. In particu-
lar, non-scalability is fundamentally due to EN rather 
than HN. HN, on the other hand, causes excessive colli-
sions, unfair bandwidth distributions and in the extreme 
case, bandwidth starvation.  

We have devised a variant of the 802.11 MAC protocol 
called Selective Disregard of NAVs (SDN) which achieves 
network throughput scalability by removing EN entirely. 
In particular, we have argued that the O(n) scalability 
based on perfect scheduling [2] is also achievable with 
CSMA/CA scheduling in infrastructure networks. In ad-
dition, we have derived a set of criteria, called Hidden-
Node Free Design (HFD) to overcome HN. This is in con-
trast to many previous efforts which attempt to deal with 
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the performance problems created by HN rather than get 
to the root of the problem to remove HN directly. We 
have shown that HFD can be readily combined with SDN 
to achieve the advantages of both. In particular, the 
SDN+HFD, together with power control, can yield scal-
able and significantly higher throughput than the original 
802.11, while minimizing packet collisions due to HN. 

In Section 9, we have shown that there is a fundamen-
tal tradeoff between EN and HN, in both IEEE 802.11 and 
the proposed "SDN+HFD". However, "SDN+HFD" gives 
a better “tradeoff frontier” by reducing EN and HN si-
multaneously. An interesting direction for future research 
is a more analytical study of this tradeoff in a given net-
work (deterministically), or in a random network (prob-
abilistically), with properly defined measures of EN and 
HN, such as 1) The number of EN-causing and HN-
causing edges; 2) Total throughput (reflecting EN) and 
failing rate (reflecting HN). 

APPENDIX I: CONDITION FOR CORRECT OPERATION 
OF PE (POWER-EXCHANGE ALGORITHM) 

The following condition is sufficient to ensure a node can 
discover all its relevant s-edges:  
 max max( ) ( ) /P PERange d P d K− <  (34) 
where PERange is the transmission range of the PE pack-
ets, and P(.) is the received power, which is assumed to be 
a decreasing function of distance.  

Comment: To meet (34), PE packets can be transmitted 
at a sufficiently low rate (e.g., the same rate as RTS/CTS 
packets). 
Proof: Consider three nodes: nodes a and b form links (a, b) 

and (b, a); and node c form links with other nodes. 
Without loss of generality, assume that P(a,b) < K P(c,b) 
so that the transmission by c can interfere with reception 
at b. We want to show that (i) nodes a and b, and (ii) 
node c and any other node d that forms link with c, can 
find out the existence of the associated s-edges.   

Proof of (i): By definition, we have 
max| |a b d− ≤ . If (34) 

holds, we have  

 max max( , ) ( , ) ( ) ( )K P c b P a b P d K P PERange d> ≥ > −  (35) 

The above implies PERange - dmax > |c - b|, since P(.) is a 
decreasing function of distance. So,  

 
max

| - |,   
| - | | - | | - | | - |

PERange c b and
PERange c b d c b a b c a

>
> + ≥ + ≥  (36) 

This means that if P(a,b) < K P(c,b), then the PE packets of c 
can reach a and b. By measuring the received power of 
c’s PE packets and checking their source address to 
identify the sender, b can derive c and P(c, b). Similarly, 
b can derive a and P(a, b) from a’s PE packets. There-
fore, b can find out that P(c, b) > K P(a, b), and hence the 
existence of s-edges between link (a, b)/(b, a) and any 
other link with c being the transmitter or receiver – note 
that these links are contained in the active link list in c’s 
PE packets received by b.  

Now, the PE packets of b contains information on [c, P(c, 

b)] and [a, P(a, b)]. Upon receiving b’s PE packets, node 
a can also find out P(c, b) > K P(a, b), and hence the exis-
tence of s-edges between link (a, b)/(b, a) and any other 
link with c being the transmitter or receiver – note that 
these links are contained in the active link list in c’s PE 
packets received by a.  

Proof of (ii): From the proof of (i), we have PERange-dmax > 
|c-b|. So,  

 
max

| - |,   
| - | | - | | - | | - |

PERange b c and
PERange b c d b c c d b d

>
> + ≥ + ≥  (37) 

Thus, the PE packets of b, which contain [c, P(c, b)], [a, P(a, 
b)] and active links (a, b) and (b, a), can reach c and any 
node d that forms link with c, from which they can es-
tablish the associated s-edges.  

APPENDIX II: COMPARISON OF THE SCALABILITY OF 
SDN AND 802.11 

II.A Scalability of SDN 
This and the next subsections give the analytical argu-
ments for the observations in Section 6. We first argue for 
the scalability of SDN. Consider a very large-scale wire-
less network with random placement of client nodes with 
certain density distribution across an infinitely large area 
A. For a given client-AP ratio, assume the APs are placed 
regularly in a grid manner across A. Let n be the number 
of client nodes per unit area. Then, the average through-
put per unit area is proportional to n for a given client-AP 
ratio. The corresponding average transport capacity is 
proportional to n . To see this, given an “original” node 
distribution in A, suppose we map the position of node i 
from Xi to X’i = k*Xi, where k < 1. An area a in A is then 
mapped to an area of a’ in A in the transformed domain. 
This scaling does not affect the inequalities (1) - (8) (more 
exactly, the equivalent distance relationships given by the 
power relationships of (1) – (8) [13]). That is, two links 
have interference relationships in the transformed do-
main if and only if they have interference relationships in 
the original domain. To the extent that spatial reuse is 
completely characterized by (1) – (8), which is the case in 
SDN, the throughput of the nodes within a’ is the same as 
the throughput within a. 

In the transformed domain, however, the average 
throughput within a has increased by a factor of 1/k2. The 
average number of nodes in a also increases by a factor of 
1/k2. Therefore, the average throughput per node remains 
the same after the transformation. Thus, the average 
throughput per unit area is of order n where n is the 
number of client nodes per unit area. The average dis-
tance between a client node and its associated AP is re-
duced by a factor of k in the transformed domain. So, the 
transport capacity [1] is proportional to n . The whole 
problem is akin to transforming a map to a smaller-scale 
map – except for the drawing scale, nothing has changed.  

II.B Non-Scalability of 802.11 
A similar “transformation” argument shows that the av-
erage throughput in 802.11 does not scale with n. The rea-
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son is that some spatial-reuse inequalities characterizing 
802.11 – from (9) to (15) – are not invariant under the 
transformation (if the transmit powers are not scaled 
down at the same time). In particular, increasing number 
of APs and client node density does not change the fact 
that each transmission uses the same amount of “spatial 
resources”. Thus, average throughput per unit area re-
mains constant as node density increases. The average 
transport capacity is proportional to 1/ n  assuming each 
client node associates with the closest AP. 

Even in an “arbitrary network” (as defined in [1]), 
where one has the freedom to control the nodes’ positions 
and traffic flows as one wishes, it can be proved that the 
“best” transport capacity and overall throughput do not 
exceed the order of O(1). In other words, they do not scale 
with the increase of n. The detailed proof, given in [19], 
applies the concept of “exclusion region” introduced in 
[1] on 802.11. To conserve space, the proof will not be re-
peated here. 
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