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Abstract. This paper investigates the capacity of a wireless two-way relay channel 
in which two end nodes exchange information via a relay node. The capacity is 
defined in the information-theoretic sense as the maximum information exchange 
rate between the two end nodes. We give an upper bound of the capacity by ap-
plying the cut-set theorem. We prove that this upper bound can be approached in 
low SNR region using “separated” multiple access for uplinks from the end nodes 
to the relay in which the data from the end nodes are individually decoded at the 
relay; and network-coding broadcast for downlinks from the relay to the end nodes 
in which the relay mixes the information from end nodes before forwarding. We 
further prove that the capacity is approachable in high SNR region using physi-
cal-layer network coding (PNC) multiple access for uplinks, and network-coding 
broadcast for downlinks. From our proof and observations, we conjecture that the 
upper bound may be achieved with PNC in all SNR regions. 

1   Introduction 

The design and analysis of wireless two-way relay channel (TWRC) are attracting 
increasing attention. Among all the models for TWRC, of greatest interest is the sim-
plest model of three-node TWRC with additive Gaussian noise. This paper focuses on a 
three-node TWRC system as depicted in Fig. 1. We investigate its maximum  
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Fig. 1. Three-node two way relay channel 
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information exchange rate, defined as the smaller of the forward-direction and re-
verse-direction information transfer rates. 

The two-way channel without a relay was first studied by Shannon in [1]. The 
one-way relay channel under various relay strategies has also been widely studied (see 
[2] and the references therein). As a combination of the two, TWRC is currently 
drawing much research attention. Ref. [3] gave the achievable rate regions of TWRC 
when relay protocols borrowed from the one-way relay channel are applied. Under the 
same relay protocols, [4] derived the rate regions of the TWRC when the nodes are 
half-duplex and a direct link between the two ends is not available. These strategies that 
do not exploit network coding cannot achieve the information transfer rate at capacity. 
Application of network coding is not very fruitful for one-way relay channel. However, 
applying network coding in TWRC opens up new possibilities.  

As shown in [5], broadcasting a network-coded version of the inputs at the relay 
node holds the promise of significant system-performance improvement. Based on this 
idea, practical joint network coding and channel coding designs were studied in [6, 7]. 
Ref. [8] proposed a “physical layer network coding” (PNC) scheme which further 
improves the transmission efficiency of TWRC. Other transmission schemes inspired 
by PNC were proposed and analyzed in [9, 10, 11] for TWRC. Besides the works To 
our knowledge, all the current papers on TWRC focus on the achievable rate regions or 
bounds under specific transmission strategies. The “ultimate” achievable maximum 
rate region of TWRC is still an open issue1. 

In contrast to previous work, this paper studies the capacity of TWRC as the 
maximum information exchange rate under all the possible transmission strategies. In 
particular, we give an upper bound on symmetric information exchange rate based on 
the cut-set theorem. We prove that this upper bound is approachable in low SNR region 
using “separated” multiple-access for uplinks and network-coding broadcast for 
downlinks. In separated multiple-access [13], the relay node extracts the “complete” 
information from each of the two nodes; the “separated” information is then combined 
using network coding [5] for downlink broadcast. In high SNR region, the upper bound 
is approachable by replacing separated multiple access with PNC multiple access. We 
conjecture that the upper bound is achievable in all SNR regions with PNC. 

The paper is organized as follows. Section 2 introduces the system model studied in 
this paper. Section 3 gives upper bound of the system capacity. Section 4 and 5 prove 
the tightness of the upper bound in low SNR and high SNR regions, respectively. 
Section 6 concludes this paper.  

2   System Model 

With reference to Fig. 1, nodes N1 and N2 exchange information with the help of node 
N3. We assume all nodes are half-duplex, i.e., each node can not receive and transmit 
simultaneously. This is an assumption arising from practical considerations because it 
is difficult for wireless nodes to remove the strong interference of its own transmitting 
                                                           
1 This paper [22 ] was independently prepared with the work in [21] almost at the same time. And 

the proof in this paper is based on LDPC codes rather than lattice codes as in [21].  
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signal from the received signal. We also assume that there is no direct link between 
nodes N1 and N2. A practical example is satellite communication, wherein two end 
nodes on the earth can only communicate with each other via a satellite relay. 

We assume that the maximum transmission power of node Ni is Pi, and receiver 
noise is addictive Gaussian with unit variance at all nodes. The path loss is unit con-
stant. By low SNR region, we mean both P1 and P2 approach zero, and by high SNR 
region we mean both P1 and P2 approach infinity. We do not consider fading in this 
paper. 

Notations 

In this paper, n denotes the Gaussian noise. Wi denote the information packet of 
node , {1,2,3}iN i ∈ , and [ ] {0,1, 1}, {0,1 1}iw k q k K∈ − ∈ −  denote its k-th sym-
bol. The q-ary information symbols are used throughout the paper.  

For channel coding, 1Γ , 2Γ and 3Γ  denote the encoding functions of N1, N2, and N3 
respectively. The coded packets of node i is  

( ) ,    {1, 2,3}i i iU W i= Γ ∈  

Within Ui, [ ] {0,1, 1}, {0,1 1}i iu k q k L∈ − ∈ −  denote its k-th symbol. The coding 

rate of iN  is therefore / iK L .  

We assume all nodes use the same modulation scheme. Xi denote the modulated 
packet of iN , and M denote the modulation mapping: 

( ) {1,2,3}i iX M U i= ∈  

Within Xi , [ ] {0,1, 1}, {0,1 1}i ix k q k L∈ − ∈ −  denote its k-th modulated symbol. 

Finally, [ ]iy k  denote the k-th received baseband signal at node Ni. 

The capacity of the system is defined as  

1,2 2,1
{ }

max min{ ( ), ( )}
s all possible schemes

C R s R s
∈

=     (1) 

where 2,1( )R s  is the reliable transmission rate from N2 to N1 under transmission scheme 

s, and 1,2 ( )R s  is the transmission rate in the opposite direction during the same time 

under the same transmission scheme. 

3   Upper Bound of the TWRC Capacity 

The upper bound of the TWRC capacity defined in (1) is given in the following 
proposition with a cut-set proof.  

Proposition 1. For the TWRC model described in the previous section, the capacity 
defined in (1) is upper-bounded by 
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2 1 2 2 3

2 1 2 2 3

log (1 min( , )) log (1 )1

2 log (1 min( , )) log (1 )

P P P
C

P P P

+ ⋅ +
≤

+ + +
                                    (2) 

where 2

1
log (1 )

2 iP+ is the Shannon channel capacity for a Gaussian channel with SNR 

Pi.  

Proof: Due to half-duplexity and the lack of a direct link between N1 and N2, it is 
necessary to divide the transmission into two phases, one phase for N3’s reception and 
the other phase for N3’s transmission. The first phase is referred to as the uplink phase, 
which includes all the transmissions from node N1 and/or N2 to node N3. Note that there 
are at most three possible transmission scenarios: N1 transmits to N3; N2 transmits to N3; 
or N1 and N2 transmit to N3 simultaneously. In this phase, the maximum reliable 

transmission rate originating from N1 is no more than 2 1

1
log (1 )

2
P+ . This result is 

obtained by applying the cut-set theorem where N1 is regarded as the source set as in 
[20]. Similarly, the maximum reliable transmission rate from N2 is no more than 

2 2

1
log (1 )

2
P+ . Since we are interested in the smaller of the two rates, the transmission 

rate in the uplink phase is upper bounded by 2 1 2

1
log (1 min( , ))

2
P P+ . The second phase 

is referred as the downlink phase, which includes all the transmissions originating from 
N3. According to the Shannon channel capacity, the information transmission rate from 

N3 to N1 and/or N2 is no more than 2 3

1
log (1 )

2
P+ . Besides the transmission rates of the 

two phases, the final exchange rate also depends on the time allocation. We use t1 to 
denote the total time used in the first phase, and 1-t1 to denote the total time used in the 
second phase. Then the final information exchange rate is 

1 1
2 1 2 2 3

1
min log (1 min( , )), log (1 )

2 2

t t
P P P

−⎧ ⎫+ +⎨ ⎬
⎩ ⎭

                           (3) 

To maximize the value in (3), obviously we should determine the value of t1 so that the 
two arguments in the min function are equal. Doing so yields the upper bound in (2).        

4   Approaching the Upper Bound in Low SNR Region 

With reference to the proof of Proposition 1, we must find a transmission scheme that 
can approach the upper bounds in both phases to prove the tightness of the upper bound 
in (2). Let us first consider the downlink phase.  

Downlink Phase 

Our scheme consists of two steps. The first step is to decide a function W3=f(W1, W2). 
After that, we could use a standard capacity approaching channel coding scheme, such 
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as the LDPC code or the Turbo code, to encode the information W3=f(W1, W2) into U3 
before modulating and broadcasting it to both N1 and N2 with a rate approaching 

2 3

1
log (1 )

2
P+ . Fig.2 shows this transmission strategy from the viewpoint of reception 

at N1. 

+

 

Fig. 2. Reception of downlink transmission at node N1 

Since we use a capacity approaching channel code, N1 and N2 can obtain W3 with an 
error probability approaching zero as long as the rate of W3 is no more than 

2 3

1
log (1 )

2
P+ . The critical issue for the downlink transmission is to find a function f 

such that the target information W1 and W2 can be decoded from W3 at both end nodes 
with the same rate of W3. The requirement can be specified as follows: 

Requirement to Satisfy the Downlink Phase Upper Bound 

2 1 3( ) ( ) ( )H W H W H W= =  

where W1 and W2 are decodable from W3 at N2 and N1 respectively. 

With reference to the receiving part in Fig. 2, the interpretation of this requirement is 
as follows. In order that the transmission rate of W2 can achieve the upper bound, there 
should be no information loss during the signal processing to obtain W2 from W3. In 
other words, the entropy of W2 obtained at N1 should be equal to that of W3. To meet this 
requirement, the following proposition presents the necessary and sufficient conditions 
that f must satisfy.  

Proposition 2: The function f must satisfy both of the following conditions to achieve 
the upper bound of the downlink phase with the given downlink transmission strategy.  
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2 1 3 1 2 3( | , ) 0 ( | , ) 0H W W W H W W W= =                                (4) 

3 1 3 2( ; ) 0 ( ; ) 0I W W I W W= =                                     (5) 

Proof: With reference to the receiving part in Fig. 2, we have the following inequalities 
according to basic Information Theory rules, 

2 2 1 3 1 3( ) ( | ) ( | ) ( )H W H W W H W W H W= ≤ ≤                          (6) 

The function f must satisfy the inequalities in (6) with equality. The satisfaction of the 
first inequality 2 1 3 1( | ) ( | )H W W H W W≤ at equality is equivalent to condition (4), as 

shown below: 

2 1 3 1

2 1 3 1 3 1 2

2 1 3 2 1

2 1 2 1 2 3 1

2 3 1

( | ) ( | )

( | ) ( | ) ( | , )

( | ) ( ; | )

( | ) ( | ) ( | , )

( | , )

H W W H W W

H W W H W W H W W W

H W W I W W W

H W W H W W H W W W

H W W W

−
= − +
= −
= − +
=

                       (7) 

The satisfaction of the second inequality 3 1 3( | ) ( )H W W H W≤  at equality is equivalent 

condition (5):  

3 3 1 3 1( ) ( | ) ( ; )H W H W W I W W− =                                      (8) 

When N2 is considered, we can obtain similar results.     
Condition (4) means that f must be reversible when W1 or W2 is given. Otherwise, the 

end nodes cannot recover their counterpart’s information from W3 and their self in-
formation. Condition (5) means that the output of f must be probabilistically  
independent of each of the two input packets alone. Otherwise, the downlink trans-
mission in Fig. 2 is inefficient.  Both conditions are needed. For example, the function 

1 2 1 2( , )f W W W W= +  satisfies (4) but not (5). On the other hand, 1 2 0( , )f W W W= , 

where W0 is a random packet, satisfies (5) but not (4). Neither of these functions can 
achieve the upper bound of the downlink phase. For an f that satisfies both (4) and (5), 
consider the network coding operation over a finite field, 1 2 1 2( , )f W W W W= ⊕ ,  

as in [12].  
In summary, in the scheme of Fig. 2 in which the channel coding and signal processing 

of f are performed separately, the upper bound of the downlink transmission rate can be 
achieved with a valid f and a capacity-approaching channel code. We refer to such a 
downlink scheme as network-coding broadcasting. In the remainder of this paper, f de-
notes a valid function that can achieve the upper bound in the downlink phase.  

Uplink Phase 

We now consider the uplink phase. We need to find a multiple-access scheme with 

which we can obtain 1 2( , )f W W  with a rate approaching 2 1 2

1
log (1 min( , ))

2
P P+  in the 

uplink phase. In fact, the separated multiple-access scheme in [13] guarantees that N3 
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can obtain both W1 and W2 with a rate at least approaching 2 1 2

1
log (1 min( , ))

2
P P+  in 

low SNR region, from which 3 1 2( , )W f W W=  can then be computed. 

Proposition 3: In low SNR region, N3 can obtain both W1 and W2 at a rate approaching 

2 1 2

1
log (1 min( , ))

2
P P+  with the help of the separated multiple-access scheme.  

Proof: Without loss of generality, we assume that 1 2L L≥ , which implies 1 2P P≤ . The 

two end nodes cooperate with each other to transmit at the same time to N3. Then N3 
decodes W2 from the received superimposed packet Y3. Treating N1’s information W1 as 

interference, N3 can reliably decode W2 with a rate approaching 2 2 1

1
log (1 /( 1))

2
P P+ + . 

After that, N3 can decode W1 after removing the information of W2 from Y3. As a result, 

the reliable transmission rate of W1 approaches 2 1

1
log (1 )

2
P+ .  

If 2 1 1/( 1)P P P+ ≥ , i.e., 2
2 1 1P P P≥ + , the rate of W1, which is smaller than that of W2, 

approaches 2 1 2

1
log (1 min( , ))

2
P P+ . On the other hand, if 2

1 2 1 1P P P P≤ ≤ + , the rate of 

W2, which is smaller than that of W1, can be approximated by 

1

2 2 1

2
2 1 1

2 1
1

2
01

2 1 2 1
1

1
log (1 /( 1))

2

1
log (1 )

2 1

1 1
log (1 ) log (1 )

2 1 2
P

P P

P P P
P

P

P
P P

P
→

+ +

− −
= + +

+

≥ + − ⎯⎯⎯→ +
+

                     (9) 

Hence, Proposition 3 is proved.   

Since we can obtain both W1 and W2 at a rate of 2 1 2

1
log (1 min( , ))

2
P P+ , we can 

obtain f(W1, W2) (e.g., the summation of W1 and W2 over a finite field) at the same rate. 
With the help of separated multiple access and network-coding broadcast, we can 
approach the upper bound of the TWRC’ capacity in (2) in low SNR region. This result 
indicates that the traditional network coding, which regards network coding as an upper 
layer operation (i.e., W1 and W2 are decoded explicitly at N3 before f(W1, W2) is com-
puted from W1 and W2 at the upper layer) is near optimal in low SNR region in TWRC. 
However, this is not the case in high SNR region. 

5   Approaching the Upper Bound in High SNR Region 

As for low SNR region, we also need to find a multiple-access scheme that allows N3 to 

obtain f(W1, W2) with a rate approaching 2 1 2

1
log (1 min( , ))

2
P P+  in the uplink phase to 
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prove the tightness of the upper bound in (2). We find that tradition separated multiple 
access does not work any more. In this section, we show that PNC-based multiple 
access can approach the upper bound. 

For PNC multiple access, we use an f that is fixed during the whole downlink phase, 
as follows: 

1 2 1 2 1 2( , ) modqf W W W W W W q= + = +                            (10) 

where q+ denotes the modulo-q addition (Modulo-q addition of two packets means 

symbol-wise modulo-q addition). It is easy to verify that the function in (10) satisfies 
the conditions (4) and (5). Thus, the downlink phase can approach the rate of 

2 3

1
log (1 )

2
P+ . The following proposition shows that for the uplink phase, N3 can  

reliably obtain 1 2qW W+ with a rate approaching 2 1 2

1
log (1 min( , ))

2
P P+ .  

Proposition 4:  In high SNR region, N3 can obtain 1 2qW W+  at a rate approach-

ing 2 1 2

1
log (1 min( , ))

2
P P+ with the PNC scheme depicted in Fig. 3 if the modulo-q 

LDPC codes can approach the Gaussian channel capacity in high SNR region. 

1 2qW W+
1U 1 2X X+

  

Fig. 3. Transmission and reception diagram of PNC scheme 

System Description: Before the proof, let us try to understand the proposed system 
first. With reference to Fig. 3, let us assume 1 2P P≤  without loss of generality. The 

transmission strategy is as follows. We first reduce the transmission power of node N2 



 Capacity of Two-Way Relay Channel 227 

to P1 so that both end nodes transmit with the same power. We use the same block 
channel code, which is linear with the operation of modulo-q addition, at the two end 
nodes. In other words, we have  

1 2

1 2 1 2 1 2( ) ( ) ( )q q qU U W W W W

Γ = Γ = Γ
+ = Γ + Γ = Γ +

                         (11) 

Therefore, the length of U1 equals the length of U2.  The modulo-q LDPC code, first 
proposed by G. Gallager in [14], is an example of such a linear coding scheme. We also 
assume that the q-ary PAM modulation (QAM modulation is also valid in the PNC 
system) is used at both end nodes, i.e.,  

( ) 2 ( 1)i i iX M U U q= = − −                                      (12) 

The two end nodes cooperate to transmit so that the two transmitted signals reach node 
N3 in synchrony. Therefore, we can denote the k-th received symbol on baseband as 

3 1 2[ ] [ ] [ ]y k x k x k n= + +                                           (13) 

After receiving Y3, N3 can obtain an estimation of 1 2X X+ , with either hard detection 

or soft detection, denoted by 1 2X X+ . Although optimal demodulation thresholds 

could be used to obtain 1 2X X+  (see [8]), we will show that using the middle value of 

two adjacent constellation points as the estimation threshold is good enough to prove 

Proposition 4. After that, N3 will map 1 2X X+  to the estimation of 1 2qU U+ , denoted 

by 1 2qU U+  with a PNC mapping, as follows  

1 2 1 2( ) / 2 1 modqU U X X q+ = + −                                 (14) 

Due to the linearity of Γ , 1 2qU U+  is the codeword of 1 2qW W+  as shown in (11). 

Therefore, we can decode 1 2qU U+  with the decoding process corresponding to Γ  to 

obtain an estimation of the target information, denoted by 1 2qW W+ . Note that W1 and 

W2 are not decoded explicitly in the process to obtain 1 2qW W+ .  

A critical assumption in this proposition is that the modulo-q LDPC code can ap-
proach the Gaussian channel capacity in high SNR region. This assumption is sup-
ported by the following observations. First, [15] proved that modulo-q quantized coset 
(MQC) LDPC codes can achieve the Shannon capacity of any discrete memoryless 
channel and the simulation there showed that MQC-LDPC codes can approach the 
capacity of AWGN channel within a gap of 0.9 dB. Second, for modulo-q LDPC code, 
the shaping loss (compared to the MQC LDPC) due to the lack of quantization is at 
most 1.53dB as shown in [16]. Such a fixed SNR loss can be ignored in high SNR 
region. We now prove Proposition 4 with the introduced PNC transmission scheme.  

Proof: First consider the point-to-point transmission in Fig. 4. Suppose the transmis-
sion power of the source is also P1, and other assumptions are same as in our system  
 



228 S. Zhang et al. 

+

XW 1U

 

Fig. 4. Point-to-point transmission 

model. As shown in [17, Ch5.2], the symbol error rate (SER) before channel decoding 
is 

1
Pr( ) Pr( ) Pr(| | / 2)q

q
P u u x x n d

q

−= ≠ = ≠ = ≥                     (15) 

where d is the distance between adjacent constellation points and Pr(| | / 2)n d≥  is the 

probability that the Gaussian noise will cause a symbol detection error. Since we as-
sume that the coset modulo-q LDPC code with q-ary PAM modulation can approach 
the Gaussian channel capacity in high SNR region, the SER after decoding, i.e., 
Pr( )w w≠ , will go to zero only if the information rate, determined by the LDPC code 

rate, does not exceed the Gaussian channel capacity 2 1

1
log (1 )

2
P+  in high SNR region.  

We now apply the identical coset-LDPC code at N1 and N2 in our system of Fig. 3. 
Note that the coset vector in the point-to-point transmission can be achieved by the two 
cooperatively designed coset vectors at N1 and N2. And we also set the code rate to be 
the same as that in the point-to-point transmission in Fig. 4. The SER of PNC scheme 
before decoding is 

1 2 1 2

1 2 1 2

2

2

Pr(( [ ] [ ]) ( [ ] [ ]))

Pr(( [ ] [ ]) ( [ ] [ ]))

1
Pr(| | / 2)

q q q

q q

P u k u k u k u k

x k x k x k x k

q
n d

q

+ = + ≠ +

< + ≠ +

−= ≥

                          (16) 

where the last line is derived in the paragraph after this proof. As SNR and q go to 
infinity, we can see that qP +  in (16) will go to qP . Since the same channel encoding and 

decoding scheme is used, the PNC SER after channel decoding will also go to zero as in 
the point-to-point system. Because the code rate is same as that of the point-to-point 

transmission, the information rate of 1 2qW W+ , which is equal to that of W1 and W2, 

also approaches 2 1

1
log (1 )

2
P+ .  
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SER of two superimposed PAM signal 

For a superposition of two synchronized q-ary PAM signals, the new constellation still 
looks like that of PAM, where the probability of the two end points is 21/ q , and the 

probability of all other constellation points is 21 2 / q− . Since the two PAM signals 

have the same transmitting power, the distance between two adjacent constellation 
points of the superimposed signal is the same as that of the single PAM signal case, 
denoted by d. The SER of the left and right end points are 

1 2Pr Pr( / 2) Pr Pr( / 2)n d n d= < − = >                          (17) 

where n is the Gaussian noise. The SER of other points is 

3Pr Pr(| | / 2)n d= >                                              (18) 

The overall SER is 

2 2

1 2 32 2 2 2

1 1 1 1
Pr Pr Pr Pr(| | / 2)

q q
P n d

q q q q

− −= + + = ≥                  (19) 

Finally, combining the PNC multiple access scheme and network-coding-like broad-
casting scheme, the upper bound of the TWRC capacity is approachable in high SNR 
region.  

6   Conclusion 

In this paper, we have investigated the capacity of three-node TWRC, in which two end 
nodes exchange information via a relay node. An upper bound of the capacity has been 
given, and the tightness of the bound has been proved in the low SNR and high SNR 
regions. 

We conjecture that the high SNR limitation in Proposition 4 is not necessary for the 
following reasons. First, we may carefully design the constellation mappings at the two 
end nodes so that the superimposed signal at the relay can achieve the shaping gain. 
Second, with reference to the upper bound proof in the last section, we could fix SNR 
and increase q in (15) and (16). This has the effect of increasing the factor 

Pr(| | / 2)n d≥  in (15) and (16) similarly. Meanwhile, both the factors 
1q

q

−
and 

2

2

1q

q

−
approach one. Third, simulation results in [18] suggest that by increasing q in 

PNC, the achievable rate may be able to approach channel capacity.  
This paper has assumed a set-up in which a direct link between the two end nodes is 

unavailable. We conjecture that this assumption is not necessary for the results we have 
obtained as long as links are half-duplex (i.e., a node cannot receive and transmit at the 
same time), and the capacity of the direct link between the two end nodes is no better 
than half of either of the relay links between the end nodes and the relay node.  
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The PNC uplink transmission scheme in Fig. 3 can be viewed as a specific scheme 
for “computation over multiple access channels” first studied in [19]. For the compu-
tation over multiple-access channels, the receiving node is interested in a function of 
the inputs, instead of each individual input. Theoretical results on the capacities of such 
multiple-access channels for certain functions of inputs have been obtained in [19]. The 
case of the function as modulo-q addition of the inputs, such as in our PNC scheme in 
Fig. 3, is first addressed in our paper here.  

References 

1. Shannon, C.E.: Two-way communication channels. In: Proc. 4th Berkeley Symp. Math. 
Stat. and Prob., vol. 1, pp. 611–644 (1961) 

2. Kramer, G., Gastpar, M., Gupta, P.: Cooperative Strategies and Capacity Theorems for 
Relay Networks. IEEE Trans. on Inform. Theory 51(9), 3037–3063 (2005) 

3. Rankov, B., Wittneben, A.: Achievable rate regions for the two-way relay channel. In: Proc. 
IEEE Int. Symposium on Inf., Theory, Seattle (2006) 

4. Rankov, B., Wittneben, A.: spectral efficient protocols for half duplex fading relay chan-
nels. IEEE JSAC 25(2), 379–389 (2007) 

5. Wu, Y., Chou, P.A., Kung, S.Y.: Information exchange in wireless networks with network 
coding and physical-layer broadcast. In: Proc. 39th Annual Conf. Inform. Sci. and Systems, 
CISS (2005) 

6. Hausl, C., Hagenauer, J.: Iterative Network and Channel Decoding for the Two-Way Relay 
Channel. In: Proc. of IEEE International Conference on Communications (2006)  

7. Zhang, S., Zhu, Y., Liew, S.C., Letaief, K.B.: Joint Design of Network Coding and Channel 
Decoding for Wireless Networks. In: Proc. WCNC 2007, Hong Kong (2007)  

8. Zhang, S., Liew, S., Lam, P.: Physical layer network coding. In: ACM Mobicom 2006 
(2006)  

9. Zhang, S., Liew, S., Lam, P.: Physical layer network coding, 
http://arxiv.org/ftp/arxiv/papers/0704/0704.2475.pdf  

10. Cui, T., Ho, T., Kliewer, J.: Relay strategies for memoryless two way relay channels: per-
formance analysis and optimization. Submitted to ICC 2008 (2008)  

11. Dim, S.J., Mitran, P., Tarokh, V.: Performance bounds for bi-directional coded cooperation 
protocols. In: 27th, ICDCSW, June 2007, p. 83 (2007)  

12. Li, S.-Y.R., Yeung, R.W., Cai, N.: Linear network coding. IEEE Trans. on Inform. The-
ory 49(2), 371–381 (2003) 

13. Cover, T., Thomas, J.: Elements of information theory, 2nd edn. Wiley, New York (2006) 
14. Gallager, R.G.: Low density parity check codes. MIT Press, Cambridge (1963) 
15. Bennatan, A., Burshtein, D.: On the application of LDPC codes to arbitrary discrete me-

meoryless channels. Trans. Inform. Theory 50(3), 417–438 (2004) 
16. Forney Jr., G.D., Ungerboeck, G.: Modulation and Coding for Linear Gaussian Channels. 

IEEE Trans. on Inform. Theory 44, 2384–2415 (1998) 
17. Proakis, J.G.: Digital communication, 4th edn. McGraw-Hill Press, New York (2000) 
18. Hao, Y., Goecket, D., Ding, Z., Towsley, D., Leung, K.K.: Achievable rates of physical 

layer network coding schemes on the exchange channel. Submitted to ICC 2008 (2008)  
19. Nazer, B., Gastpar, M.: Computation over multiple access channels. IEEE Trans. Inform. 

Theory 53, 3498–3516 (2007) 



 Capacity of Two-Way Relay Channel 231 

20. Wu, Y.: Network coding for multicast. Ph.D thesis, Department of EECS. MIT, Cambridge 
(January 2006)  

21. Nam, W., Chung, S.Y., Lee, Y.H.: Capacity Bounds for Two-Way Relay Channels. In: 
IEEE International Zurich Seminar on Communications (2008) 

22. Zhang, S., Liew, S.: The capacity of two way relay channels (2008), 
http://arxiv.org/abs/0804.3120 


	Capacity of Two-Way Relay Channel
	Introduction
	System Model
	Upper Bound of the TWRC Capacity
	Approaching the Upper Bound in Low SNR Region
	Approaching the Upper Bound in High SNR Region
	Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




