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ABSTRACT 

We present a new method for data gathering that maximizes 
lifetime for wireless sensor networks. It involves three parts. 
First, nodes organize themselves into several static clusters by 
the Hausdorff clustering algorithm based on location, 
communication efficiency and network connectivity. Second, 
clusters are formed only once but the role of cluster-head is 
optimally scheduled among the cluster members. We 
formulate the cluster-head scheduling that maximizes the 
network lifetime as an integer programming problem and 
propose a greedy algorithm for its solution. Third, after 
cluster-heads are selected, they form a backbone network to 
periodically collect, aggregate, and forward data to the base 
station, where a minimum energy (cost) routing is used. 
Comparing with other known methods, significant lifetime 
extension is obtained with the use of this method.  

I. INTRODUCTION 

Wireless sensor networks (WSNs) represent a new paradigm 
for extracting data from the environment for many 
agricultural, industrial and scientific applications. Typical 
sensor nodes have limited power supply and therefore power 
management is a key design issue in WSNs. It is observed 
that wireless transmission is the main consumption of battery 
power, and therefore sensor nodes should minimize 
communication activities through local collaborations among 
the nodes [1]-[3]. 

In sensor networks, a typical application is the gathering of 
sensed data to a distant base station (BS) [4]-[7]. A sensor can 
communicate directly only with other sensors within its 
range. To go beyond, sensors need to form multi-hop links. In 
multi-hop networks clustering is very effective in reducing 
communications, i.e., the data gathered by the sensors is 
combined at the cluster-heads before sending to the BS. 
Clustering is particularly crucial for scaling the network to 
hundreds or thousands of nodes. Many clustering algorithms 
have been proposed [8]-[13] for wireless ad hoc networks. 
Most of these algorithms [8]-[10] are specifically designed for 
generating stable clusters in mobile networks. But in sensor 
networks, the locations of nodes are mostly fixed and 
instability is not important. In sensor networks, clustering is 
mainly for communication efficiency. A distributed, single-
hop clustering algorithm called LEACH is proposed in [6]. 
The cluster head role is periodically rotated among the sensor 
node to balance energy consumption. It is assumed that all 
nodes can perform long distance transmissions to the base 
station. The authors derived the optimum number of clusters 
heads by taking into account the energy used by all clusters. 
HEED [7] is one of the effective data gathering protocols 
without location support. In HEED, cluster-head selection is 

based on the candidate’s residual energy and a secondary 
parameter, such as proximity to its neighbors. The process of 
clustering is divided into many cycles. In each cycle, some 
nodes are selected to be cluster-heads while neighboring 
nodes join the cluster-heads to form clusters. This repeated 
clustering introduces communication and processing 
overheads and taxing the sensor energy as a result [6].  On the 
other hand, a number of non-location based [1]-[7], [14]-[15] 
and location based [16]-[20] routing protocols have been 
proposed for sensor networks. Among them, the location 
based solutions have received more attention due to their 
inherent scalability and power-efficiency. In most cases 
location information is needed in order to calculate the 
distance between two particular nodes so that energy 
consumption can be estimated. For instance, if the region to 
be sensed is known, using the location of sensors, the query 
can be diffused only to that particular region. 

The Minimum Energy Communication Network (MECN) 
is proposed in [16] by using low power GPS. The main idea is 
to find a sub-network, which requires less power for 
transmission between any two particular nodes. However, in 
MECN, it is assumed that every node can transmit to every 
other node. Geographic Adaptive Fidelity (GAF) [17] is an 
energy-aware location-based routing algorithm. GAF 
identifies redundant nodes within each virtual grid and 
switches off their radios to achieve energy savings. However, 
the active node in GAF does not aggregate traffic as other 
hierarchical protocols [6]-[7]. The Greedy Other Adaptive 
Face Routing (GOAFR) is proposed in [18]. It always picks 
the closest neighbor for routing towards the BS. However, it 
can easily stuck at some local minimum (i.e., no neighbor is 
closer to a node than the current node, namely “dead end”). 
Another location-based data dissemination protocol is called 
LAF [19]. The sensor network is divided into virtual grids 
and each node associates itself with a virtual grid based on 
location. Sensor nodes within a virtual grid are classified as 
either gateway nodes or internal nodes. While gateway nodes 
are responsible for forwarding the data across virtual grids, 
internal nodes forward the data within a virtual grid. LAF 
achieves energy savings by reducing the redundant 
transmissions of the same packet by a node. However, grids 
are fixed and gateway nodes are also fixed, which leads to 
gateway nodes consuming much energy and dying earlier.  

In this paper, we propose a three-part distributed method 
for maximizing the network lifetime of a stationary set of 
nodes with a base station. First, nodes organize themselves 
into several static clusters by the Hausdorff clustering 
algorithm that is based on location, communication efficiency 
and network connectivity. Hausdorff distance is typically 
used to compute the distance between two node sets and we 
use it as the clustering metric. Second, a cluster is formed 
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only once but the role of cluster-head is optimally scheduled 
among the cluster members. We formulate cluster-head 
scheduling that maximizes network lifetime as an integer 
programming problem. Then a greedy algorithm is proposed 
to select cluster-heads, based on residual energy and 
proximity. Third, cluster-heads form a backbone network to 
periodically collect, aggregate, and forward data to the BS. 
They find the path with the least power consumption by using 
Dijkstra’ shortest path algorithm [21]-[22]. In case of tie, they 
choose the path with the node having more energy. Therefore, 
this protocol achieves energy saving by reducing the number 
of transmissions and using the least power consumption 
routing. In this paper, we choose HEED [7] and MECN [16] 
for comparison for their superior performance. They are both 
distributed data gathering protocols. 

The rest of the paper is organized as follows. Section II 
describes the problem and the  network model. Section III 
presents Hausdorff clustering algorithm. Section IV gives the 
cluster-head scheduling algorithm. Section V presents 
minimum cost routing algorithm for wireless sensor 
networks. Section VI presents the performance of comparison 
with other well-known algorithms. Finally, Section VII gives 
the conclusions. 

II. PROBLEM STATEMENT AND ENERGY CONSUMPTION 
MODEL 

Consider a WSN with a single base station and N nodes. The 
location information of nodes may be provided by the GPS 
[23], or some localization schemes [24]-[25]. Let 

{ ( , ), 1,..., }i i iV v x y i N= = =  be the set of node 

coordinates. Let (0)ie be the initial energy allocation of node 

i and let iL  denote the lifetime of node i. Let the network 
lifetime, denoted as L, be the time elapsed until the first node 
in the network depletes its energy. In other words, 

1 2min( , ,..., )NL L L L= . The objective of the problem is to 
maximize L, and this requires the energy of all nodes be used 
economically and uniformly. 

We use an adaptive node energy model proposed in [6]. It 
includes three parts as follows. 
1) Transmit a data unit from node i and node j needs ,

T
i jE , 

where 
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Here, elecE is the energy needed for coding, modulation, 

filtering, etc. 2
fs ijdε and 4

mp ijdε are energy terms needed for 
combating path loss. 
2) Receive a data unit at node j needs R

jE . 

3) Data aggregation needs DAE . 

In addition, we also take power used when idling and sleeping 
as PI and PS respectively. 

Note that besides transmission and reception, cluster-heads 
need to aggregate data and relay them to cluster-heads or 
directly to the BS. Experiments have been reported on the 
power consumption of different operations in a TinyOS 
systems [26]. The experiments show that transmitting a single 
bit of data consumes 800 times more energy than executing 
an instruction. The focus of energy management therefore 
should be on minimizing the number of transmissions.  

III. HAUSDORFF CLUSTERING ALGORITHM  

In this section, we introduce the Hausdorff distance [27], 
define the parameters used in the clustering process, present 
Hausdorff clustering algorithm and discuss the properties of 
clusters generated. 

A. The Hausdorff Distance 
Let the set of sensor nodes S be partitioned into M 
clusters 1 2{ , ,..., }MG G G . Let the Euclidean distance 
between node m and node n be denoted as 

 2 2( , ) ( ) ( )m n m n m n m nd v v v v x x y y= − = − + −  (2) 

Then, the smallest distance from node m of one cluster to 
another cluster jG is 

 
{ }*( , ) min ( , ) :m j m n n jd v G d v v v G= ∈

 (3) 

The directed Hausdorff distance from cluster iG to jG , 

denoted as ( , )i jh G G , is the largest value for the vm’ 
concerned, or   

 { }*( , ) max ( , ) :i j m j m ih G G d v G v G= ∈
 (4) 

The Hausdorff distance between cluster iG  and jG is 
simply the larger of the two directed distance, or  

 
( )( , ) max ( , ), ( , )i j i j j iH G G h G G h G G=

 (5)  

Intuitively, if the Hausdorff distance is d, then every node 
in iG must be within a distance d from some node in jG  and 

vice versa. The function ( , )i jH G G  can be computed in 

time ( ) log( )O n n  for two clusters with a total size of n [28]. 

B. Cluster Conditions 
Let each node has the choice of six transmission power levels 
just like the Berkeley Motes [29], say by specifying the 
standard ioctl() system call. The lowest transmission power 
level, with a range R1, is used to cover the intra-cluster 
transmission. The higher power levels are for reaching 
neighboring cluster-heads. Let one of the higher power levels 
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have a range R2. We assume the highest power level should 
be at least 4R1 to meet inter-cluster communication 
requirements.  
To find the network coverage requirement, consider two 
neighboring clusters Gi and Gj as shown in Fig. 1. The worst 
coverage condition is that the closest two nodes (i.e. node B 
and C) from these two clusters are of distance 2R1 apart. On 
the other hand, to maintain network connectivity, the worst 
condition is that when nodes A and D are respectively heads 
of cluster i and j. If they are reachable from each other, their 
minimum transmission range should be 4R1 as shown. In 
order to save energy and decrease inter-cluster interference, 
we choose 2 14R R= . 

Let id  be the minimum distance between node i and all 
other nodes in the network. To maintain network 
connectivity, the minimum value of 1R , denoted as 1,minR , 
should be 

{ }1,min 1 2max , ,..., NR d d d=  

 
Figure 1: Transmission        Figure 2: Clustering conditions. 

range requirements.   

To summarize, the two necessary conditions for a node to 
join a cluster are: 
1) The Hausdorff distance between the node and the cluster 
must be smaller than 1R . 
2) If the node is admitted, the Hausdorff distance between this 
cluster and neighbor clusters must be no larger than 4R1, to 
guarantee network connectivity during inter-cluster 
communication. In other words, 1( , ) 3i jH G G R≤ so as to 

guarantee 1 2( , )i jH G G R R+ ≤ as shown in Fig. 2. 

C. Hausdorff Clustering Algorithm 
We now describe a distributed clustering algorithm where 
nodes make autonomous decisions. We assume that nodes use 
traditional RTS/CTS-based collision avoidance mechanisms 
during clustering. Our goal is to design a clustering algorithm 
according to clustering conditions mentioned above. These 
clusters will remain unchanged throughout the network 
lifetime. Moreover, to evenly use the energy among all the 
nodes, cluster-head is rotated among cluster members. Details 
are in section IV. 

At the beginning, each node broadcasts a topology 
discovery message with the lowest power level to find all its 
neighbors. Then, the base station appoints an initiator for 
starting the clustering operation. The initiator broadcasts a 
clustering message and awaits join-requests from neighboring 
nodes. It then admits cluster members according to the 
clustering conditions. If the applying node receives an 
admission message, it sends back a confirmation message. 

Upon receiving the confirmation message, the initiator 
updates its membership list and broadcasts a membership-
update message with a higher power level for informing 
neighboring clusters. If the candidate node is rejected by all 
its neighboring clusters, it organizes a new cluster with itself 
being the initiator. 

The termination of the clustering algorithm depends on two 
cases. If it is an initiator, it will terminate the clustering 
procedure until all its neighboring nodes within the lowest 
power range have joined clusters. If it is a non-initiator, it 
terminates the algorithm after successfully joining a cluster. 
After the cluster is formed, the initiator of each cluster 
broadcasts cluster membership information to all cluster 
members for the preparation of cluster-head selection. A 
summary of the procedures for the base station, initiators and 
non-initiators is shown in Fig. 3. 

 
Figure 3: A Summary of procedures for base station, initiators 

and non-initiators 

D. Properties of generated clusters 

(1) All nodes are clustered, or ...i MG G S∪ = . 
Proof  Consider a sensor node. If it is an initiator of a cluster, 
it belongs to this cluster. If it is an isolated node (having no 
neighboring nodes), it forms a single member cluster itself. If 
it is not an isolated node, it must be a neighbor of an initiator 
and will join that cluster. 
(2) All iG ’s are connected.  
Proof  For intra-cluster communication, one node can directly 
communicate with other nodes with the lowest power level. 
For inter-cluster communication, a cluster-head can directly 
communicate with neighboring cluster-heads with a higher 
power level and can reach other non-neighboring cluster-
heads by hopping. Therefore, all clusters are connected. 

(3) i jG G∩ = ∅ . 

Proof The algorithm allows each node to join only one 
cluster. 

IV. THE CLUSTER-HEAD SCHEDULING 

Once a cluster is formed, the cluster-head needs to be 
scheduled. Our goal is to find a schedule that maximizes the 
network lifetime. 
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A. Interger Programming Formulation 
We assume each node generates a packet in each round, 
which is collected, forwarded, and eventually transmitted to 
the base station. Let  

 1,  if packet from node  goes through link 
0,  otherwise                                                        

s
ij

s i j
q

→
= 


  

 i,s = 1,2,…N,    j = 0,1,…N (6) 

where node 0 represents the base station. 
Node s generates L packets in lifetime L altogether, which 

are eventually forwarded to the base station by node i. 
Therefore, we have 

 0
1

N
s
i

i
L q

=
=∑  (7) 

Let pij be the total number of packets that node i transmits 
to node j. It is given by  

 
1

ij

N
s

ij
s

p q
=

=∑ i = 1,2,…N,    j = 0,1,…N  (8) 

According to energy constraints, for each node i we require 

 
0 1

(0)
N N

T R
ij ij ji i i

j j

p E p E e
= =

+ ≤∑ ∑ i = 1,2,…N (9) 

Besides, for each node i, packet flow conservation requires 
the number of packets node i generates in the whole network 
lifetime plus the number of incoming packets forwarded by 
node i be equal the total number of packets out of node i. In 
other words, 

 
1 0

N N
s s
ji ik

j k

L q q
= =

+ =∑ ∑   s = 1,2,…N (10) 

Therefore, the problem of maximizing network lifetime is 

equivalent to maximizing 0
1

N
s
i

i
L q

=
=∑ , subject to constraints 

(6), (8)-(10). 
This is a formidably complex optimization problem given 

the large number of integer variables. In the following we 
introduce a greedy algorithm for a heuristic solution. 

B. A Greedy Algorithm for Cluster-head Scheduling 
In order to maximize the network lifetime, it is necessary to 
maximize the lifetime of each cluster. Cluster lifetime can be 
extended by rotating the role of cluster-head among the nodes 
in a cluster. Cluster-head selection is primarily based on the 
residual energy. To increase energy efficiency and further 
prolong network lifetime, we also consider proximity of 
neighbors as a secondary selection parameter. 

We use a four nodes cluster to illustrate this algorithm. Let 
time be divided into periods of duration T. At the beginning 
of the first period, the initiator of each cluster acts as 

temporary cluster-head to select the new one. It will broadcast 
a message to request residual energy of each member to 
prepare for cluster-head selection. At the beginning of other 
periods, the old cluster-head runs the greedy algorithm to 
select the node with the largest residual energy as the new 
cluster-head. Fig. 4 shows that at the beginning of period 1, 
node 3 is so selected.  At the beginning of period 2, node 2 is 
calculated to have the largest residual energy and therefore is 
selected as the new cluster-head. Continuing, the cluster 
lifetime is seen to extend to 6 periods. 

 
Figure 4: Cluster-head scheduling in a cluster. 

In general, let L(R1) be the network lifetime for given R1 
The greedy algorithm for cluster-head scheduling is stated as 
follows: 

Begin  
             n=1 
             Repeat 

1. For each cluster, select a node with maximum 
residual energy as the cluster-head. In case of tie, 
select the one with minimum root mean-square 
distance to neighbors. 

2. Update the residual energy for all nodes at 

  t nT=     
 1( )L R nT=  

 1n n= +  

Until   (the residual energy of any node is depleted) 
End 

In each beginning of a round, the old cluster-head carries 
out the greedy algorithm and selects the new one. After the 
new cluster-head is selected, the old one will announce with 
the lowest power level within the cluster. The new cluster-
head broadcasts a message with a higher power level to its 
neighboring cluster-heads and gets itself connected for 
routing.  

V. INTER-CLUSTER ROUTING 

After the network is clustered, specific methods for intra-
cluster and inter-cluster communications depend on 
applications. For intra-cluster communication, the nodes can 
directly send data to the cluster-head using TDMA schedule 
just as in LEACH [6].  For inter-cluster communication, we 
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propose a heuristic routing algorithm for the forwarding of 
traffic from cluster-heads to the base station. 

The objective of route optimization is the extension of 
network lifetime. We apply the distributed Dijkstra’s shortest 
path algorithm [21] among cluster-heads using power 
consumption as the cost metric. Here, the link cost for link 
i→j is defined as follows 

 ( , ) ( , )t rC i j P i j P= +  (11) 

where ( , )tP i j is the power used for transmission and rP is 
the fixed power used for receiving. 

For tie breaking, i.e., when the costs of several links equal, 
the node having the most residual energy can be picked. The 
convergence of the algorithm is guaranteed, as discussed in 
[21].  
   After several iterations, the path from cluster head i to the 
base station can be built, which is the global minimum power 
path. And the path cost can be computed by the summation of 
link costs on the path. 

VI. PERFORMACE EVALUATION 

We have developed a simulator in Visual C++ to evaluate the 
performance of proposed protocol and compared it with other 
data gathering algorithms. We distribute 100 sensor nodes 
randomly in a 100m×100m field. Most of our simulation 
parameters are similar to those in [7]. The parameters are 
listed in Table 1. We assume that all the messages received 
from the cluster members can be aggregated into a single 
message. We run the data gathering protocols 20 times and 
average the results. In each run, a randomly selected node 
initiates the clustering protocol. 

Tabel 1:  Simulation Parameters 

Type Parameter Value 
Network Network Grid 

 
Base station 
Initial energy 

From (0,0) to 
(100,100) 
At (50,175) 
2J 

Application R1 
Data packet size 
Broadcast packet size 
Packet header size 
Round 
T 

50 m 
100 bytes 
25 bytes 
25 bytes 
5 frames 
10 s 

Radio 
model 

Eelec 
εfs 
εmp 
EDA 
Threshold distance (d0) 
PI 
PS 

50nJ/bit 
10pJ/bit/m2 
0.0013pJ/bit/m4 
5nJ/bit/signal 
75 m 
14.88 mW 
0.016 mW 

 

A. Transmission Range R1 
Network lifetime is the time until the first node dies and is 
measured in “rounds”. A round is of duration T during which 
a burst of data is collected and forwarded to the base station.  
Fig. 5 shows the network lifetime of 8 cases with R1 ranges 
from 30m to 100m. Also shown is k, the number of clusters 
formed for each R1. It is seen that maximum lifetime can be 
achieved from a broad range of R1. This is because a smaller 
R1 value (smaller intra-cluster communication cost) could 
result in a larger number of hops to reach the base station 
(larger inter-cluster communication cost) and vice-versa. 
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Figure 5: Network lifetime for different value of R1. 

B. Period Length T 
Fig. 6 shows the network lifetime as a function of period 
length T from 10 to 110 seconds, where the number of frames 
transmitted in each round is 5.  It shows that the network 
lifetime (in seconds) increases with T. The tradeoff being that 
a larger T value means larger latency in reporting sensor data 
to the base station. 
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Figure 6: Relation between network lifetime and period T. 

C. Performance Comparision with HEED 
HEED [7] is one of the effective data gathering protocols 
without location support. Fig. 7 (a) compares the network 
lifetime of  Hausdorff clustering and HEED for number of 
nodes ranging from 300 to 600. It is seen that Hausdorff 
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clustering is uniformly better independent of node density. 
This is due to the following reasons. First, HEED utilizes a 
dynamic virtual topology with variable cluster sizes hence 
incurring higher overhead, while our scheme uses a fixed and 
simple architecture that eliminates reclustering. Second, in 
Hausdorff clustering, when cluster-heads forward data to the 
base station in each round, minimum energy routing is used. 
In HEED, an ad hoc routing protocol, such as Directed 
Diffusion or Dynamic Source Routing [7], is used for data 
forwarding by cluster heads. Fig. 7 (b) compares the 
“lifetime” until the last node dies. Note that the above results 
energy is consumed in sleeping and idling states according to 
Table 1 for Hausdorff clustering. For HEED, these states do 
not consume energy. 

Fig. 8 compares the fractional energy used for clustering. It 
shows that for extending network lifetime, fixed clustering 
with rotating cluster-heads proposed in this paper is a better 
alternative to reclustering. 
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Figure 7: Network lifetime comparison. (a) until the first node 

dies. (b) until the last node dies. 
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Figure 8: Fractional energy used for clustering. 

D. Network Lifetime Benchmark with MECN 
Next, we compare Hausdorff clustering with Minimum 
Energy Communication Network (MECN) [16], a typical 
location-based data gathering protocol for sensor networks. In 
the simulation, we assume there are 200 sensor nodes 

randomly distributed in a 1000m×1000m field. Each node has 
the lowest transmission range of 125 meters. Sensors 
periodically transmit data to the base station located at (1000, 
1000). The broadcast control packets are 50 bytes and traffic 
packets are 512 bytes. The traffic packet rate is 0.5 per 
second. We assume that each node has an initial energy of 5 
Joule.  

We compare the two methods by the number of nodes still 
alive over time. As shown in Fig. 9, Hausdorff clustering 
performs consistently better than MECN. Several reasons 
attribute to it. First, as nodes die (due to running out of 
power), MECN needs to reconstruct sub-network, which 
consumes much energy. This is not needed in Hausdorff 
clustering. Second, MECN is not a clustering protocol and 
therefore cannot reap the benefit of traffic aggregation. 
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Figure 9: A trace of network lifetime. 

VII. CONCLUSIONS 

In this paper, the Hausdorff clustering is proposed for 
wireless sensor networks. Simulation results show that 
Hausdorff clustering can significantly extend the network 
lifetime when compared to other approaches. Hausdorff 
clustering is equally applicable to cases where the sensor 
node initial energy distribution is non-uniform. The detail 
performance evaluation of these cases is beyond the scope of 
this paper. 
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