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Resequencing of Messages in Communication
Networks |

TAK-SHING P. YUM, MEMBER, IEEE, AND TIN-YEE NGAI, STUDENT MEMBER, IEEE

Abstract—1u this paper we study a message resequencing problem in a
store-and-forward computer network where messages may go out of
order while traversing logical channels. The logical channels are assumed
to consist of multiple physical links which may be of different capacities.
A message is dispatched to the fastest available link. Resequencing
methods suggested in the literature [3] (resequencing at the channel level
and resequencing at the virtual circuit level) are investigated for this link
selection rule.

The- analysis is done on a two-node network connected by multiple
links. The source node together with the set of outgoing links are modeled

as an M/M/m queue with servers of different rates. The resequencing

delay distribution and the average resequencing detay are derived.

On maltihop networks, the effect of message length, link numbers, link
service rates, and the resequencing methods on resequencing delay are
investigated by simulation.

1. INTRODUCTION

MODERN computer communication network architectures

frequently use virtual circuits (VC’s) to transmit
messages across the network. Examples are the SNA (systems
network architecture) proposed by IBM [1] and the French
PTT’s public network TRANSPAC [2]. For these networks,
pairs of network nodes are connected by one or more logical
channels consisting of multiple physical links.

For reasons of higher reliability and efficiency, messages on
the same virtual circuit are often permitted to use different
physical links while going over a logical channel. Conse-
quently, variable length messages traversing through different
capacity links may encounter different delays and transmission
errors. This might cause messages to go out of sequence when
they arrived at the destination node. Since most store-and-
forward computer networks require messages to arrive at their
destinations in the same order as they were generated, message
resequencing protocols need to be implemented in these
networks.

Recently, Bharath-Kumar and Kermani {3] analyzed such a
resequencing problem in a two-node network connected by a
single channel consisting of multiple egqual speed links
assuming that message arrivals form a Poisson process and

message sizes are exponentially distributed. They proposed -

two resequencing methods. One is to resequence the messages
at the channel level (CH-REFIFO). That is, all messages are
assigned sequence numbers at the transmission side of the
channel and the receive side reorders the messages using these
numbers in one refifo box (or buffer). The second method is to
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Fig. 1. (a) Channel level and (b) virtual circuit level resequencing.

resequence the messages at the virtual circuit level (VC-
REFIFO). Here, messages belonging to the different VC's but
which happen to be sharing the same multilink channel are
reordered in the. corresponding VC refife boxes at the
receiving end (Fig. 1). They also studied the effect of different
capacity links and different message size mixes on the two
resequencing methods by simulation.

In this paper, we generalize the CH-REFIFO and VC-
REFIFO analysis of [3] on a single hop network to accommo-
date multiple links that may be of different bit rates. This
gencralization requires the specification of a message dis-
patching rule. Here, we assume that messages generated at the
source node are queued in a channel output buffer of size B
units (each messages occupies one unit of buffer). They are
then dispatched to the fastest idle link for transmission.

After the one-hop network analysis, we proceed to study the
hop-by-hop resequencing strategy and the end-to-end rese-
quencing strategy in a multihop network by simulation.

11. MODELING AND ANALYSIS OF A SINGLE Hop NETWORK

Consider a single outgoing logical channel consists of m
error-free links of possibly different speeds. Let the arrival of
messages to the source node be a Poisson process with rate A
and message lengths be exponentially distributed. It can then
be modeled as an M/M/m queue with servers of different
rates as shown in Fig. 2. The transmission (service) time on
link J is then exponentially distributed with mean 1;, j = I, 2,

©, m.

This m-server queue can be identified as an m-dimensional
birth-and-death process. In [4] Cooper studied an M/M/m
queue with different service rates where customers are
dispatched to the fastest server available. He derived the
probability that an arriving customer will find all servers busy
and the utilization of each server. We shall, however,
introduce a recursive technique for solving numerically the set
of state probabilities, and use the results to derive the channel
and VC resequencing delay distributions. Resequencing delay
is defined here as the time a message has to wait at the
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Fig. 2. M/M/m system with servers of different rates.

destination node for all the messages it has bypassed during its
transmission.

A. State Probability Calculation

Without loss of generality, we label the links such that &, =
U = = u,. Let Xjequal 1 or O to denote whether link j is
busy or idle. Also let O be the number of customers waiting in
the queue, (X; Q) be the state vectar, P(x; ¢) = Prob [X| =
Xy 0ty Xm = Xp; Q = @q] be the equilibrium state
probablhty, and B be the transmit buffer size. For simplicity
of notations, let

1=(, 1, --

5 1)
Jth
1j=(0, , 0,1, 0, Ty 0)
and
{0 when x#y
8x, y)= {1 when x=y.

The equilibrium probabilities then satisfy the following sets of
flow equations.
iy Forg = Oand x # 1:

(A+? ujxj)P(x; 0)
256 8

i=1

i)P(x"" 1; 0)

+E w600, x;))P(x+1; 0). )
i=t
ii)y FrO0<g=<B - landx =1
NPA; @)=y +us+ -+ - +u)P(A; g+ 1), ()]
letu, = uy + sy + *+° + Uy and p 2 Mug. Then
P(1; g)=p9P(; 0). 3

For B finite, the solution always exists. For B being infinite, p
is required to be less than 1.

Let I, denote the 27 X 27 identity matrix, and define the set
of square matrices Aq, Ay, * -, Ap_; recursively as follows:

Ao=7\a

A — Uy
A= ( A 7\+u1>
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A —~Uu; ! —U 0
N A0 —
7 T
0 0 : )\+u2 — U
0 -A . -\ )\+u1+u2
[- A, —u,I,;
00
0— .A1+u2[|
Therefore, in general, A, is
Ar—l: _urIr—l
A= L r=1,2, -+, m-1
00 ;
:Ar—-1+urIr—l
X

“

D,, be another set of matrices defined as

i u,)I,_l r=1, 2,

i=r+t

For simplicity, denote P(x; 0) as P(x). Then (5) can be

Let Dls D29 Y

D,=A,_l+( cee, ML

(5)

written in the following matrix form with g(-) = P(-)/P(1):!
FD'" ______ Uy
: ijl ) um—IIm—-Z
QO ipour
o D u
L o1
r Q(O, ’ O) " ’—O "
q(1, 1, 0)
q@©, --, 0, 1)
ol KR G)
q@, 1, -+, 1) 0
g1, ---, 1) 1

Using sparse matrix technique, this set of equations can be
solved recursively starting from r = 1 as follows:?

! In other words, we first seek the relative values of P(+)’s to P(1) and then
use the property that all probabilities sum to 1 to find their absolute values in
the second stage.

% For an m-server system, the time complexity of evaluating (6) using the
brute force method is O(2?™). However, if recursive method is used, the time
complexity is O(22"-2). The memory space requirement is reduced by half.
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—
q(oy 309 I9"':1)
D, ; )
g, -+, 1,0, 1, ---, 1)
r—1
——
q©, ---,0,1, ---, 1)
= U - r=1, 2, s M.
g, ==, 1,1, -+, 1)
M
As an example, for m = 4,
qu(09 Iy 13 1)=0\+u2+u3+u4)Q(0: ]1 1)1)
=ulq(1, l, I) I)

g0, 0, 1, 1)
DZ(q(l, 01, 1))
| »

_ )\_—i~u3+u4 q(O, O’ 19 1)
B -A Nruwptustug j\g(1, 0, 1, 1)

_u(a0 11,1
e, L, L, D)

We can now use the fact that all probabilities sum to 1 to
obtain the value of 2(1). Let us assume that the transmit buffer
is of size B and all overflow messages are rejected. Adding all
probabilities, we have

S P @)=Y, P(x)+2 P(1; q)

all r#1
states
1— pB+l
—2 g(x) - P)+—— P(1)=1. 8)
x*1
Therefore,
pB+1
—= q(x)+ )
P(l) #El -p

The average queue length is then

B 1__ B 1 B B+1
Ly=3, aPQ; q)=P<1)p( ( JZI)_pp)f - > (10)

g=1
‘The average queueing time is
t Ly
" N\1~-PB)

where PB = P(1; B) is the message loss probabi}ity due to
buffer overflow. Similarly, the average servxce time using
Little’s result is

(L)

t,= L 12
) o
where
L= 3 Il PG 0+M S P(1; g)
g=1
and
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<= x.

For the limiting case of B — oo, we have

1 1

PO 1=y q(x),
and PB = 0.

B. CH-Refifo Delay Distribution

Let a tagged message which is about to begin transmission
see the set of links in condition x. Alsolet § = {{|X; = 1} and
I = {/|X; = 0} be the set of busy and idle links, respectively.
The tagged message is assigned to the lowest indexed idle link,
or link & where k¥ = min [j|j € I].

Let us assume that the tagged message bypasses the
messages in the links indexed by a set U, which is a subset of
S. Let the transmission time of the tagged message in link & be
t. Due to the memoryless property of transmission times, the
probability that a message is still in transmission in link j after
an elapsed time ¢ is e %', Since the message transmission
times are all mutually independent random variables, the
probability that the tagged message exactly bypasses the
messages in U after an elapsed time ¢ is -

‘“i‘)> . (13)

Py, (U|t, 8)= (H e‘”ﬁ)( H (I-e
v
Removing the condition on ¢, the probability that the tagged

JE€U jE5= U/
message bypasses exactly the messages in U, given that the
links in § are busy, is

L, P(l) p)z

Poy(UIS)= " Poy(Ult, S) dFp,(t)

-0 (o) 11, a-e

"‘j’)) uze ¥k dt

JEU
_ Uy | i
uk+z Ujidseu uk+u,-+2 u;
J€U JEU
Uy
1es-u-1i} uk+uf+u1+2 uj;

JEU
. E _L (14)

res- U~{1} uk+2 uj;
jES

where Fr,(¢) is the transmission time distribution function of
the tagged message in link 4.

Let W) be the waiting time of the tagged message given that
it bypassed the message in link j. Then its distribution function
is

Fy(y)=1-e-!

since all messages are exponentially distributed.
The waiting time of the tagged message given that it
bypasses the messages in U is

Wys= max (W]

(15)

(16)

Since the W;’s are mutually independent,
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Prob [Wys=tf]=]] (1-e-4). (7

=
Removing the condition on U,

Prob [Ws=n= Y, J] (—e %Py, (U|S)

veys JEU

(18)

where Us is the set of all subsets of S, including S and the
empty set, and P,,(U|S) is given by (14).

Finally, removing the condition on S, the waiting time
distribution function is :

Fy()=Y, Prob [Ws=1Q[S]

S€EU,

(19)

where U, is the set of all proper subsets of L = {1, 2, ++-,
mj}, i.e., excluding L but including the empty set;? and Q[S]
is the probability that the tagged message joins the other
messages in S, and is related to the. state probabilities as
follows:

P(x; 0) for ||S|<m-—1,

i.e., more than one link idling;

B u;
( > P q)) —L
q=0 E u;

j=1

for ||Sf|=m—1(S=L~{i}),

+P(x; 0) -

Q[s1= (20)

i.e., only link / is idle;

0  otherwise

where ||A]| denotes the number of elements in set A4.
Using the moment generation function, the average refifo
delay W is found as

W= 2 QL8] E P (U|SYWys

seu, UEUs

2D

where

WU_S=5: [I_H(l—e‘"j’)] dt

JEU

(22) (50

J%k

+...+(_1)"U“+1 (22)
2 4

JEU

is the conditional average waiting time.
Similarly, the second moment of the refifo time is obtained
as ' :

EW? =3, QIS] 3 Pu(UISIEIWHU, S)] (23)

sey, UEUs

where

3 Note that the total of elements in U/ is 2™ and is a large number for a
moderate size m value. The most computationally taxing part of this analysis,
however, is the evaluation of P(x, 0). In the examples given, we have limited
m = 3 although m = 4 or 5 is also feasible. This analysis, however, is
general.
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‘ 1 1
zorw i=(3 ) 5 o)

JEU ) LHAEY
1
+ (= DY+ — (24)
(5)
JEU

upon integrating over the distribution function.

At equilibrium, the mean input rate to the refifo box equals
A(1 — PB). Hence, the average queue size of the refifo buffer
is Ly = WX — PB) by Litde’s formula.

C. Analysis of VC-REFIFO

Let N be the total number of virtual circuits (VC).
Assuming that the messages for a particular VC are generated
from a Poisson source and let \; be the mean arrival rate from
the jth virtual circuit (VC #); then X = I, )\, is the total
arrival rate to the channel.

The messages in each VC are resequenced separately in
each VC refifo box. Let

Pyc;,{U{S}=Prob [a VC § message bypasses
a set of VC i messages in U|S]

= > Prob [a VC i message bypasses -
veus  the messages in 7 and the messages in
YSY the subset U of ¥ are in VC i|S]

It

>, Prob [a VC i message bypasses the

veu; messages in V|S]
ver

X Prob [the messages in the
subset U of ¥ are in VC j]

i

5 PH9 e
VEU;
vev

where Py, (V|S) is given by (14) and o; = A/A is the
probability that a message in a link is from VC /.

Following the same procedures in the CH-REFIFO analy-
sis, the refifo delay distribution for VC i can be obtained from
(19), from which the average delay W; and variance (awl.)2 can
also be found. The average occupancy of the /th resequencing
buffer Lz(}) is

(25)

Lg(i)=W\(1-PB). (26)

III. COMPARISONS OF RESEQUENCING METHODS AND THE DESIGN
OF REFIFO BUFFER

Consider a three-link system with u; = 3, &, = 2, and Uy =
1. In Fig. 3, we show the average refifo delay for the CH-
REFIFO and the VC-REFIFO strategies. Two virtual circuits
are assumed in the VC-REFIFO case. We see that the refifo
delay increases gradually with system utilization,

Since the refifo delay constitutes only part of the total time
in system, the performance of the system should be measured
by the total delay, i.e., the sum of the queueing, the
transmission, and the refifo delays. In Fig. 4, curve @ shows
the delay for the one-link system with the total combined
capacity, ie., ¥ = u; + w; + wu; = 6. There, the
resequencing problem is avoided altogether but the system
lacks the reliability property of a multilink diversity system.
Curve b shows the total delay for CH-REFIFO versus the
utilization for the same three-link system. Curve ¢ shows the
delay performance of the same three-link system. But here, in
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order to eliminate the resequencing problem, the system
always use the highest speed link, i.e., link 1 with #; = 3.
Comparing curves b and ¢, we see that to minimize the total
delay, it is better to use all three links.

Fig. 5 illustrates the effect of the service rate d)fference on
the refifo delay for the two-link system with #; = 1 and w;
varies from 2 to 100. We see that the higher the difference of
service rates, the longer the refifo delay. Hence, to minimize
refifo delay, link speeds should be chosen as evenly as
possible.

messages/s, u; = 1 message/s. Infinite buffer.

Fig. 6 shows the VC-REFIFO delay on a three-link system
with N, the number of virtual circuits, as a parameter. Each
virtual circuit is assumed to carry the same load. The VC-
REFIFO strategy with only one VC degenerates to the CH-
REFIFO. We find that the VC-REFIFO delay decreases with
increasing virtual circuit number N. In fact, for a two-link
systemn, the N VC VC-REFIFO delay is exactly 1/ of the
CH-REFIFO delay. This can easily be proved by direct
substitution of equations derived.

The VC-REFIFO and CH-REFIFO delay distributions of a
two-link system are given in Figs. 7 and 8, respectively. We
see that the probability of no resequencing delay is quite large.
Even at p = 0.9, the probability is 0.48 for CH-REFIFO and
0.74 for VC-REFIFO with N = 2. We also see that for CH-
REFIFO, the probability that a message has to wait lenger
than 3.5 s is practically zero for all system utilization factors.
Hence, the maximum refifo buffer required should be about
3.5(u; + uy) = 10 message units. The average refifo buffer
occupancy, however, is calculated to be only 1.26. For VC-



148

o
&

PROBABILITY

124
-

0.6 L
0 1 2 3
TIME

Fig. 8. VC-REFIFO delay distribution: two-link system with N = 2, u; =
2 messages/s, and #, = 1 message/s. Infinite buffer.

{sec)
3 % : 952 Confidence Interval

T : Total Delay
R : Resequencing Delay o T, EXP, H

EXP : Exporential distributed messages

FIX : Fixed-size messages
E : End~to~End Strategy
H ; Hop-by-Hop Strategy 3 T, EXP, E

¥
X
g / + b H
b o®, Do,
il /‘/§/: R, EXP, £
¥ /)/
l/
/§ 3 RFKE
4
' . R, FIX, H
P ‘-/___T’-——”'/__,——""_l l
0 0z W 36 08 i

SYSTEM UTILIZATION

Fig. 9. CH-REFIFO delay and total delay versus utilization: two-hop linear
network having adjacent nodes connected by three links with service rates
1, 2, and 3 messages/s.

REFIFO with N = 2, we found that a 3(w, + u;) = 9
message unit buffer is sufficient. Unlike the channel output
buffer, the size of the refifo buffer needed is not strongly
affected by the system utilization.

For a multihop system, analysis becomes very difficult, We
therefore study the resequencing problem by simulation. We
choose a very simple two-hop linear network for study and
investigate two kind of resequencing strategies: hop-by-hop
resequencing where messages are resequenced before forward
to the next node, and end-to-end resequencing where messages
are resequenced only at the destination node. Both exponential
and fixed size messages are considered and adjacent nodes are
connected by three links with service rates 1, 2, and 3
messages/s, respectively. :

Fig. 9 shows the CH-REFIFO delays and total delays on the
two-hop linear network for both exponential and fixed-size
messages. We see that for fixed size messages, the hop-by-hop
resequencing strategy gives smaller average resequencing
delay compared to the end-to-end strategy. But interestingly,
there is no significant difference in their total average delays.
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In contrast, for exponentially distributed messages, the end-to-
end resequencing strategy gives smaller average resequencing
delay as well as total delay. We have no satisfactory
explanation for this difference due to message size distribu-
tion. To have a better understanding of the resequencing
phenomena, more extensive simulation is needed on a general
network and with interfering traffic.

V., CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

In this paper, we derived the channel level resequencing and
the VC level resequencing delay distributions of a one-hop
network with multiple links. We found that CH-REFIFO is
equivalent to VC-REFIFO with one VC, and that if the input
load is equally divided by N virtual circuits, the VC-REFIFO
delay will be approximately 1/N the CH-REFIFO delay.

Simulation results show that the hop-by-hop resequencing
strategy gives better performance than the end-to-end rese-
quencing strategy on a three-hop linear network with exponen-
tial messages. Simulation of a more general network is needed
to establish the general validity of the conclusion drawn.

For further investigation, the assumptions of error-free
transmission links and infinite refifo buffer can be dropped.
Messages then need to be retransmitted when they are
discarded due to transmission error or resequencing buffer
overflow. The retransmitted messages are more likely to be
bypassed by other messages. Hence, the resequencing time
will, in general, be increased. The effect of different acknowl-
edgment schemes [9] on refifo delay also need to be studied.
Flow control mechanisms [10], [11] also affect the resequenc-
ing time and further analysis is needed. Some savings of buffer
space could be achieved by combining the resequencing buffer
and the transmit buffer into one common buffer in a node.
This, however, will be at the expense of a more complex
buffer management scheme. Detail analysis is needed for this
shared buffer organization.

We observed that the output process of the refifo box has a
very large coefficient of variation compared to the input
process. Characterization of this process is needed to extend
the resequencing analysis to a multihop network. A snapshot
of the input and the output processes is shown in Fig. 10.

Another approach to the refifo problem is to use the job-
shop scheduling method. The links can be modeled as
processors of different speeds while the messages are tasks in
sequence. The general job-shop scheduling problem is to
maximize the utilization under the constraint of some prece-
dent rule on the tasks [12]. However, in the refifo problem, no
precedency of the tasks is set. Instead, it requires the
scheduled tasks to be finished in a certain sequence. Further-
more, since the input process is random, dynarmic scheduling
is required for each incoming task. This appears to be a
difficult problem, and seeking suboptimal solutions by heuris-
tic algorithms may be the ouly feasible approach. The design
and analysis of such heuristic algorithms is also a challenging
topic,
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