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A Dynamic Reservation Protocol for Prioritized
Multirate Mobile Data Services Based on DECT

Air Interface
Hongbing Zhang and Tak-Shing Peter Yum

Abstract—This paper presents an application of the dynamic
reservation protocol on DECT systems for prioritized multirate
mobile data services. This protocol allows data terminals to ac-
cess uplink channels through contention-free reservations. It can
adapt to traffic variations by dynamically changing the transmis-
sion cycle length. Since this protocol is built on the top of the DECT
physical layer, it can be implemented on the DECT systems without
interfering with the voice service, just like CDPD on top of the dig-
ital AMPS.

Index Terms—Data services, DECT, multirate, priority, pro-
tocol.

I. INTRODUCTION

T HERE is an ever-growing demand for mobile data ser-
vices. To satisfy the wide range of data applications such as

database access, file transfer, and credit card verification, a large
number of protocols have been proposed for local wireless en-
vironment [1]–[3] and mobile computing environment [4]–[8].
At the same time, integrating data services into the existing
cellular networks is readily achievable and research and stan-
dardization efforts for data services on the AMPS, GSM, and
E-TDMA systems have also been going on in earnest. Bianchi
et al. [9] have evaluated the performance of a few proposals for
GPRS, including the dynamic channel stealing (DCS) method.
Hamalainenet al.[10] have proposed a variable rate reservation
access (VRRA) algorithm for packet data services on time-di-
vision multiple-access (TDMA)-based cellular networks. Most
of these designs are based on integrating voice and data traffic
onto one physical channel.

The authors of this paper have previously proposed a dy-
namic reservation protocol for data services on GSM networks
[11]. But since data communications require high a data rate for
good performance, the DECT air interface, being able to sup-
port 1.152 Mb/s per carrier, has a significant advantage over
GSM. It is particularly suitable for high-density small-cell ap-
plications such as cordless PBX and wireless data access in busi-
ness and home environments [12]. The dynamic reservation pro-
tocol mentioned above is ideally suited for efficient access of
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data services on DECT. There are, however, important differ-
ences between GSM and DECT that requires a significant mod-
ification of the original protocol. First, GSM is a frequency-divi-
sion duplex (FDD) system that has separate uplink and downlink
frequency bands, while DECT is a time-division duplex (TDD)
system that uses the same frequency band for both uplink and
downlink transmissions. Second, DECT system has channel rate
much higher than that of the GSM system.

For the rest of the paper, we will discuss in detail the con-
tention-free access mechanism, the priority mechanism, the pro-
visioning of multirate services, and the delay/throughput perfor-
mance of the protocol.

II. THE DYNAMIC RESERVATION PROTOCOL

The dynamic reservation protocol for the DECT air interface
can be used in any single cell between a base station and many
mobile terminals. The physical channels in DECT networks are
organized as TDMA frames. Each frame lasts for 10 ms and
comprises 24 full slots, 12 for downlink and 12 for uplink. One
full slot can further be used as two half slots. Each full slot can
accommodate 388-b upper layer data while each half slot can ac-
commodate 148-b upper layer data. DECT network is designed
mainly for carrying voice traffic. Due to the bursty nature of data
traffic, the native DECT system cannot achieve efficient channel
utilization. The dynamic reservation protocol can change that
by assigning a flexible bandwidth virtual circuit to each logged
data terminal, and a large number of logged terminals can share
one or more carriers reserved for data services. Details are as
follows.

A. Virtual Circuit Connection

A data terminal requesting a virtual circuit sends a Connec-
tion_Request signal to the base station in therandom access
channelof the DECT system. In this signal, the terminal spec-
ifies the service type and its performance requirements such as
priority and the latency constraint. If the addition of this new
connection does not violate the service quality of the existing
terminals, the setup request is accepted and a virtual circuit is
assigned to the requesting terminal after a successful authenti-
cation procedure by the upper layer protocol. The assignment
is announced to the terminal by a Connection_Confirm Signal.
This signal consists of four parts: 1) the assigned carrier for the
data terminal to use; 2) a virtual circuit identifier; 3) the priority
class and its group number (see next section); and 4) the slot po-
sition for the logged terminal to make transmission reservations.
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Fig. 1. Signals for the virtual circuit connection.

Fig. 2. Format of the schedule signal.

As the above two signal types will not appear in the DECT data
channel, the detail design of the signal formats is not important
and so will not be specified here.

When a virtual circuit is established, the Schedule and Re-
quest signals are used on the data channel for its maintenance.
Fig. 1 shows the transmissions of these two signals as well as the
data packets on the data channel. The first downlink slot of every
TDMA frame is reserved for the Schedule signal. It specifies the
usage of each uplink TDMA slot of the current frame and each
downlink slot of the next frame. It also indicates the reservation
open for a number of logged terminals, i.e., those with a virtual
circuit set up. These terminals respond with a Request signal
in their assigned slot positions where these positions are speci-
fied in the Connection_Confirm signals. The Request signal in-
dicates whether the terminal wants to make a transmission reser-
vation in the current cycle, to change its service priority, and to
maintain its virtual circuit connection. A terminal that fails to
respond in a few consecutive cycles will have its virtual circuit
connection terminated.

B. Signal Formats

The Schedule signals are transmitted using a basic physical
packet P32 with a payload of 388 b. The format of the Schedule
signal is shown in Fig. 2. The RS field indicates whether the ter-
minals are allowed to make reservation in this frame. RS set to
00 000 indicates that the uplink of this frame is for information
only and no reservation is allowed. The other 31-b combina-
tions are used to indicate which group of class-2 terminals can
send their Request signals in this frame. The CBR slot number
(CBRSN) field indicates the number of reserved CBR slots. The
uplink assignment (UA) field carries the uplink slot assignments
of the current frame when this frame is not a reservation frame,
while the downlink assignment (DA) field carries the downlink
slot assignments of the next frame. The UA field is divided into
12 subfields. Each subfield contains a 16-b virtual circuit iden-
tifier (VCI), corresponding to the 12 uplink slot. The DA field
is divided into 11 subfields of 16 b each for the downlink virtual
circuits identifier. The remaining 12 b can carry network status
information such as channel condition, dynamic tariff informa-
tion, etc., as well as CRC codes, if needed. Note that there are

Fig. 3. Format of the request signal.

only 11 slots per frame for downlink data because one slot is
always used by the Schedule signal.

The Request signals are transmitted using low-capacity phys-
ical packet P08j so that they can be transmitted on half slots. A
frame contains 24 half uplink slots, so up to 24 terminals can
make reservation in one TDMA frame. Fig. 3 shows the format
of the Request signal. Terminals use this signal to inform the
base station the virtual circuit identifier (VCI), the service pri-
ority change (SPC), the number of requested slots (NRS’s), and
the link control (LC) information. SPC set to zero indicates that
a CBR data service is requested by the terminal. In this case, the
NRS field specifies the requested data rate but not the requested
slot number. The LC field can contain information such as ac-
knowledgment of received data units in the last cycle and the
CRC for the previous three fields.

C. Reservation and Transmission

The transmission of data is done in cycles. At the beginning
of a transmission cycle, logged terminals can make reservations
on the assigned uplink reservation slots. The base station imme-
diately computes a transmission schedule (or slot assignment,
see Section III) based on these reservations and broadcast it to
the terminals in the Schedule signal. Terminals then make trans-
missions in their assigned slots. Each transmission cycle begins
with a set of Schedule signals sent by the base station in consec-
utive frames. Each Schedule signal initiates a sequence of Re-
quest signals, one from each logged terminal. A requested slot
number (RSN) field is used in the Request signal to specify the
number of slots requested for uplink transmission. All terminals
are required to monitor the Schedule signals for the polling of
reservation and the uplink and downlink transmission assign-
ments. A terminal transmits and receives only at the slots indi-
cated in the Schedule signal. The base station will initiate a new
transmission cycle at the end of the scheduled transmission.

D. Priority Services

Multipriority data transmission can be achieved by assigning
different access rights to different priority classes. One design is
to let class-1 terminals have access right in every transmission
cycle, class-2 terminals have access right once everycycles,
class-3 terminals have access right once every cycles, and
so on. Another meaningful design is to let the class-3 terminal
have access right every cycles. But for simplicity, we
shall limit our study to the most important two-class priority
case. Consider a two-class case where class 1 has higher pri-
ority. We can divide class-2 applications intogroups, where

is a design parameter. In each transmission cycle, all class-1
applications and one class-2 group are allowed to make reserva-
tion. With that, a class-2 application can make reservations only
once every cycles. The delay performance of the two classes
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can therefore be traded off by changing. The access right for
a particular data terminal is assigned during the virtual circuit
connection setup according to the application requirements. For
example, e-mails need not be instantly responded and so can be
assigned to a class-2 group. On the other hand, web page access
should be considered as a class-1 traffic.

Applications requiring a very low response time can be al-
lowed to make reservation in each frame by allocating a par-
ticular uplink slot for that purpose. Transmission can then start
immediately from the next frame. In this case, the reservation
delay will be less than two frames, or 20 ms. The overhead for
this fast access is one slot per frame.

E. Variable Bit Rate (VBR) and Constant Bit Rate (CBR)
Services

The dynamic reservation protocol is designed for VBR ser-
vices. Nevertheless, CBR data services can also be integrated in
the network without difficulty. A terminal requiring CBR data
services can indicate its required bit rate to the base station in
its Request signal. If the request is acceptable, the base station
can immediately assign some fixed number of slots, say one
slot per ten frames, and announce it in the Schedule signal. A
CBR_Slot_Number field is defined in the Schedule signal. It in-
dicates the number of slots being reserved for CBR traffic. These
reserved slots are placed at the beginning of the uplink direction
of a frame. CBR slots can be released by the terminal through a
Request signal with the RSN field set to zero.

F. Error Recovery

The dynamic reservation protocol being studied here is a
media access sublayer protocol. It sits on top of the data link
layer whereby all channel errors are dealt with, typically, in the
following manners:

• voice or video traffic—data interleaving followed by for-
ward error correction;

• data traffic—error detection followed by ARQ techniques.

On the other hand, errors in the transmission of Schedule and
Request signals can be handled in a manner similar to that in
IEEE 802.11. In other words, the CRC codes in the signals are
checked. If an error is found in a Request signal, the signal is
simply discarded by the base station. The affected terminal will
repeat its reservation request after a timeout. If an error is found
in the Schedule signal, the signal is discarded by all logged ter-
minals. Failure to receive any expected Request signals at the
base station would prompt the base station into a timeout and
the restart of a new cycle. As the protocol acts only on correctly
received signaling information and uses timeout for restarting,
protocol deadlock will not occur.

III. A SSIGNMENTALGORITHM

The base station performs the assignment procedure for each
transmission cycle based on the information received in the Re-
quest signals. The procedure is similar to that in [11]. We in-
clude it here for ease of reference. The assignment results are
the number of assigned slots and the starting location for in-
dividual logged terminals. To satisfy the delay requirements for

Fig. 4. Assignment procedure.

high priority services, the duration of transmission cycles is lim-
ited to frames. For simplicity, we still consider the two-class
case. Let be the number of class-1 terminals and be the
number of class-2 terminals and let .
slots are used as reservation slots in each cycle and a number of
slots, say, slots, are reserved for CBR services. Therefore, a
maximum number of slots can
be allocated to logged terminals for their uplink transmission in
each cycle.

Let the number of requested slots from terminalbe denoted
as and let . Only of class-2 termi-
nals can send their reservation request each time, so there are
at most as elements of vector have nonzero
values. Let the actual number of slots assigned to terminalbe
denoted as . The assignment algorithm aims at finding an ap-
propriate assignment vector and deciding
the transmission order of the terminals. If the total number of
requested slots is no larger than , the requests of all logged
terminals can be granted and we can set . Otherwise,
some of the terminals will not get all the slots they requested
and an assignment protocol is needed to find an appropriate.

Fig. 4 illustrates the assignment procedure. At the start of the
assignment procedure, is initialized to , and the total number
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Fig. 5. Message delay versus number of terminals.

Fig. 6. Message delay versus number of terminals.

of remaining slots is initialized to . When the sum of re-
quested slots is more than what can be assigned in one trans-
mission cycle, the assignment is performed in a cyclic way. In
each assignment cycle the smallest nonzero, denoted as ,
is found first and is updated as ,
for . At the same time and are decrement ac-
cordingly. Repeat this cyclic process until .

The transmission order is arranged according to the service
priority. Class-1 terminals transmit first following by class-2
terminals, etc. Among those belonging to same class, terminals
with a shorter message transmit first.

IV. PERFORMANCEEVALUATION

In this section, we describe the simulation model and eval-
uate the performance of the dynamic reservation protocol. As
discussed in many previous works, it is difficult to characterize
and model the data traffic in the fast evolving mobile computing
environment. We assume here traffic generated from basic appli-
cations such as e-mail, web browsing, and file transferring. The
message length may vary from several bytes (e.g., to specify a
mouse movement) to several megabytes for transferring mul-
timedia files. We assume that one DECT carrier is reserved
for data services, which provides 465.6-kb/s uplink channel to

Fig. 7. Delay comparison for first and second class terminals.

Fig. 8. Comparison of average message delay for single-class and two-class
priority schemes

media access layer. During the simulation period, the number of
logged terminals remains unchanged and each
terminal generates messages according to a Poisson process,
with rate per s. The combined arrival of messages is
also a Poisson process with rate per s. The mes-
sage length is assumed to be in unit of 48 bytes, or equivalently,
in unit of slots required for transmission. Similar to that in [4],
we assume the message length is geometrically distributed with
a mean units so that the average data rate per user is 1536
b/s. Therefore, a theoretical maximum of 300 terminals can be
supported on one carrier.

We define the message delayas the total delay from the
generation of the message at a terminal until it is successfully
transmitted. It includes the waiting time until the end of the
current transmission cycle, the time for making reservation, the
waiting for the scheduled transmission, and the message trans-
mission time. Fig. 5 shows the average message delayversus
the number of logged terminals when all terminals have the
same service priority with , the maximum length of transmis-
sion cycles in frames, as a parameter. We find that at a mean
message delay of 1000 ms, the scheme can support 235 logged
terminals, which represents channel utilization . At

, the mean delay is 2.4 s. This compares favorably to
other data access methods [10], [11] proposed for digital cel-
lular methods, which offer a maximum throughput of 0.6–0.7.
Fig. 5 also shows that a tight limit on the length of a transmis-
sion cycle, say to no more than 50 frames, could significantly
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Fig. 9. Comparison of message delay between the first and second class
terminals.

limit the system throughput. This is due to the larger reservation
overhead. If the limit is set to 200 frames, the performance be-
comes virtually indistinguishable from that without limit. How-
ever, in situations where there are multiple classes of terminals,
setting a limit on the transmission cycle length has the benefit
of protecting the light traffic terminals from the dominance of
the heavy traffic terminals.

Next, we consider the case where the terminals are only half
as active ( per s), but the average message length

is doubled to 16 units. In this case, the theoretical max-
imum number of terminals that can be supported by the dynamic
reservation scheme remains unchanged. Fig. 6 shows the delay
throughput results. Compared with Fig. 5, we find that this more
bursty input traffic causes a slightly increase of message delay.

We now let the logged terminals be equally divided into two
classes or let and the class-2 terminals be
equally divided into two groups. The input traffic is the same as
that in Fig. 5. Fig. 7 gives the mean message delays for the two
classes. It is seen that the average message delay for class-1 ter-
minals can be significantly reduced at the expense of the class-2
terminals. When the total number of terminalsis 260, the av-
erage delays for the two classes of terminals are 1077 ms and
2254 ms, respectively, whereas from Fig. 5 we find that the av-
erage delay is 1791 ms for the same value of. For the same
case, we compare in Fig. 8 the overall message delay for the
two-class priority case to that of the single-class priority case
and find that the former gives a slightly smaller delay. This is
due to the reduction of reservation overhead from to

in each cycle. While the reservation traffic for
class-2 terminals is reduced to a half in each cycle, the number
of slots each class-2 terminal is reserving is actually the com-
bined message volume generated in the last two cycles.

Fig. 9 gives the mean message delays for class-1 and class-2
terminals when class-2 terminals are equally divided into four
groups with all other conditions the same as that in Fig. 7. In
this case, the message delay for class-1 terminals can further be
reduced at the expense of the class-2 terminals.

V. CONCLUSION

In this paper, we introduced the use of the dynamic reser-
vation protocol for multipriority multirate data services based

on the DECT air interface. This protocol has nice properties
such as contention-free reservation, adaptation to traffic load
variations, supporting of multipriority services, and superior
delay/throughput performance demonstrated by simulation
results.
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