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Abstract—In this paper, we propose the phantom cell analysis for dynamic channel assignment. This is an approximate analysis that can handle realistic planar systems with the three-cell channel-reuse pattern. To find the blocking probability of a particular cell, two phantom cells are used to represent its six neighboring cells. Then, by conditioning on the relative positions of the two phantom cells, the blocking probability of that particular cell can be found. We found that the phantom cell analysis is not only very accurate in predicting the blocking performance, but also very computationally efficient. Besides, it is applicable to any traffic and channel-reuse patterns.
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I. INTRODUCTION

There are many studies on dynamic channel assignment (DCA) strategies and they are mainly based on computer simulations [1]–[6]. This is because in DCA, the specific set of available channels in a cell may change from time to time due to the sharing of channel resources between cells. The very complex interaction between cells makes an exact analytical solution a formidable task. An exception is an idealized strategy called “maximum packing” (MP) [7]. The MP strategy is not practical to implement since it requires system-wide information. However, MP is analytically tractable and it provides a lower bound on the overall blocking probability for all other DCA’s. The modeling of MP in any realistic size network would result in a state space too large for direct computation and again computer simulation is used for performance evaluation.

Contrary to the MP, the borrowing with directional locking (BDCL) strategy [4] only needs local cells information, and it gives the lowest blocking probability among all strategies proposed in the literature that do not require system-wide information. Its four distinct features are: 1) channel ordering; 2) immediate channel reallocation; 3) directional channel locking; and 4) analytically tractable. Direct modeling of BDCL, however, would require a state space equal to k times the total number of cells in the system, where k is the cluster size of channel reuse. In [8], a simple, but very accurate analytical model called cell group decoupling (CGD) analysis for evaluating the performance of the BDCL strategy in linear microcellular systems was proposed. It was proved that the effect of cell group decoupling causes the blocking probability so obtained to be an upper bound and the bound was found to be very tight when compared with simulation results.

In this paper, we propose an approximate analysis for the BDCL strategy on planar microcellular systems with a three-cell channel-reuse pattern. We call this phantom cell analysis. To find the blocking probability of a particular cell, two phantom cells are used to represent its six neighboring cells. Then, by conditioning on the relative positions of the two phantom cells, the blocking probability of that particular cell can be found. We formulate the problem in the next section. The call arrival rates at the phantom cells are derived in Section III. In Section IV, the approximate analytical model is established, and the product-form solution of the steady-state probabilities is derived. The analytical results are compared with simulation results in Section V and found to be very accurate in predicting the blocking performance. Besides, this analysis is applicable to any traffic and channel-reuse patterns.

II. PROBLEM FORMULATION

Let us assume a three-cell channel-reuse pattern as an illustration of the analysis. The analysis for the seven-cell channel-reuse pattern is similar, but more complicated. Conventional cellular systems can use the three-cell reuse pattern [9] by adjusting the transmitting power of the antennas as well as their locations. Assume there are 3m channels in the system divided into three nominal channel sets A, B, and C with m channels in each set. Consider a typical cell, say cell 0 in Fig. 1. Let cell 0 be allocated with nominal channel set A and let its six neighbors be labeled such that cells 1, 2, and 3 are cochannel cells allocated with channel set B, and cells 4, 5, and 6 are cochannel cells allocated with channel set C. We call cells 1, 2, and 3, Group B cells, and cells 4, 5, and 6, Group C cells. Let $S_i$ denote the set of active channels, or channels in use, in cell $i$ and $|S_i|$ denote the number of elements in $S_i$. Using the BDCL strategy [4], a call attempt at cell 0 will be blocked if and only if $|\sum_{k=0}^{6} S_k| = 3m$ because otherwise there will either be an idle channel in cell 0 or an idle channel can be borrowed from the neighboring cells to carry the call.

If cell 0 wants to borrow a nominal channel, say $x$, from Group B cells, channel $x$ must be idle in Group B. Without loss of generality, assume cell 2 is currently the cell with the highest channel occupancy in Group B, or $|S_2| = \max[|S_1|, |S_2|, |S_3|]$. Due to channel ordering and immediate channel reallocation properties of the BDCL strategy, if $x \notin $
this borrowing is granted; otherwise, the borrowing is rejected.

From the above example, we can see that whether a specific channel can be borrowed by cell 0 or not depends only on its two neighboring cells with the highest channel occupancies at that moment, one in Group B and the other in Group C. Since these cells can be different cells in Groups B and C at different times, we call them phantom cells. For convenience, we denote the corresponding phantom cells of Groups A, B, and C as cells A, B, and C. Therefore, the Markov chain model for determining the blocking probability of cell i using nominal channel set A for instance (i.e., cell 0 here) consists of three cells: cell i, phantom cell B, and phantom cell C. Similarly, for cell j using channel set B, the Markov chain model consists of cell j, phantom cell A, and phantom cell C.

III. ARRIVAL RATES IN PHANTOM CELLS

Let the arrival of calls to cell i be a Poisson process with rate $\lambda_i$ and the call duration be exponentially distributed with mean $1/\mu$. Let random variable $M_i$ denote the channel occupancy of cell i and $M_A$, $M_B$, and $M_C$ denote the occupancies of the phantom cells A, B, and C, respectively. Consider phantom cell B. Since cell B is the cell with the highest channel occupancy in Group B cells, its channel occupancy is given by $M_B = \max[M_1, M_2, M_3]$. Assuming the channel occupancy distributions of cells 1, 2, and 3 are independent, we have

$$P[M_B \leq k] = P[M_i \leq k, M_2 \leq k, M_3 \leq k] = \prod_{i=1}^{3} P[M_i \leq k], \quad 0 \leq k \leq 3m$$

and thus

$$P[M_B = k] = \prod_{i=1}^{3} P[M_i \leq k] - \prod_{i=1}^{3} P[M_i \leq k - 1], \quad 0 \leq k \leq 3m.$$  

The expected number of busy channels in phantom cell B can be found

$$E[M_B] = \sum_{k=0}^{3m} kP[M_B = k].$$

$E[M_B]$ can also be interpreted as the carried load of phantom cell B. Let $\gamma_B$ be the call arrival rate to phantom cell B.

Then in equilibrium

$$\mu E[M_B] = \gamma_B (1 - B_B)$$

where $B_B$ is the blocking probability at phantom cell B and is given by (12). Rearranging, we have

$$\gamma_B = \frac{\mu \sum_{k=0}^{3m} kP[M_B = k]}{1 - B_B}. \quad (3)$$

$\gamma_C$ is given by a similar expression. Note that the computation of $\gamma_B$ and $\gamma_C$ requires the set of channel occupancy distributions $\{P[M_i = k]\}$ which is not available. In the next section, we will derive $\{P[M_i = k]\}$ as a function of $\gamma_B$ and $\gamma_C$.

With that an iterative procedure for the simultaneous solution of $\gamma_B$, $\gamma_C$, and $\{P[M_i = k]\}$ can be started from (3) and (11) with the initial distributions $P^{(0)}[M_i = k]$ given by that of an $M/M/3m/3m$ queue

$$P^{(0)}[M_i = k] = \left[ \sum_{j=0}^{3m} \frac{\rho_j^k}{j!} \right]^{-1} \frac{\rho_i^k}{k!}, \quad i = 1, 2, \ldots$$

where $\rho_i = \lambda_i/\mu$.

IV. BLOCKING PROBABILITY AND CHANNEL OCCUPANCY DISTRIBUTION

Consider cell 0 in Fig. 1 again. Although the two phantom cells can take different positions in Groups B and C at different times, they have only two relative positions: side-by-side and opposite positions. If the two phantom cells are side-by-side, a call attempt at cell 0 will be blocked if and only if $S_B \cup S_C = 3m$. In other words, the total number of active cells in cells 0, B, and C cannot be greater than 3m. On the other hand, if the two phantom cells are opposite to each other, a call attempt at cell 0 will be blocked if and only if $S_B \cup S_C = 3m$. In this case, the total number of active cells in cells 0, B, and C can exceed 3m and in the extreme case, a total of 6m active channels can be supported when $|S_0| = 0$.

Let $\alpha$ and $1 - \alpha$ be the probability that the two phantom cells B and C are at opposite and side-by-side positions, respectively. Then, the blocking probability $B_0$ at cell 0 can be expressed as

$$B_0 = \alpha B_{\text{opp}} + (1 - \alpha) B_{\text{side}} \quad (4)$$

where $B_{\text{side}}$ and $B_{\text{opp}}$ are the respective conditional blocking probabilities.

A. Derivation of $\alpha$

Let $f_i$ be the probability that cell i is a phantom cell. Consider the Group B cells, i.e., cells 1, 2, and 3 in Fig. 1.
Then $f_1$ the probability that cell 1 is the phantom cell of Group $B$ cells (or cell $B$) can be derived from the definition of phantom cells to be

\begin{equation}
\begin{align*}
f_1 &= \sum_{k=0}^{3m} \{ P[M_2 < k] P[M_3 < k] \\
&+ \frac{1}{3} P[M_2 = k] P[M_3 = k] \\
&+ \frac{1}{3} P[M_2 = k] P[M_3 = k] \} P[M_1 = k].
\end{align*}
\end{equation}

Note that in (5) we have assumed that when two or more cells have the same highest channel occupancy, the phantom cell is picked with equal probabilities. This accounts for the last three terms on the right hand side of (5). $f_i$ (for $i = 2, 3, \ldots, 6$) can be similarly found. From the actual cellular layout in Fig. 1, it is seen that cell 1 is opposite to cell 5, cell 2 to cell 6, and cell 3 to cell 4. Therefore, the probability that the phantom cells $B$ and $C$ are at opposite positions is given by

$$\alpha = f_1 f_5 + f_2 f_6 + f_3 f_4.$$ 

B. Derivation of $B_{\text{side}}$

Let $p(x_0, x_1, x_2)$ be the steady-state probability that $|S_0| = x_0$, $|S_B| = x_1$, and $|S_C| = x_2$ given that the two phantom cells are at side-by-side positions. To calculate $B_{\text{side}}$, the blocking probability of cell 0 when the two phantom cells $B$ and $C$ are at side-by-side positions, we need to solve the three-dimensional (3-D) Markov chain shown in Fig. 2. This Markov chain belongs to the coordinate convex type for which product-form solution can be obtained [10]. Let $\lambda_0 = \lambda_0/\mu$, $\lambda_B = \lambda_B/\mu$, and $\lambda_C = \lambda_C/\mu$. As seen from Fig. 2, the total number of states $N$ can be obtained by adding the number of states on each of the $(x_1, x_2)$ planes, one for each value of $x_0$. In other words

$$N = 1 + [1 + 2] + [1 + 2 + 3] + \cdots + [1 + 2 + \cdots + 3m + 1]$$

$$= 1 + 3 + 6 + 10 + \cdots + \frac{(3m+1)(3m+2)}{2}$$

$$= \frac{1}{2}(9m^3 + 18m^2 + 11m + 2).$$

The steady-state probability $p(x_0, x_1, x_2)$ is given by

$$p(x_0, x_1, x_2) = G^{-1} \prod_{j=0}^{2} \frac{\alpha_{x_j}^{x_{j-1}}}{x_{j-1}^{x_j}}. \quad (6)$$

where

$$G = \sum_{x_0 + x_1 + x_2 \leq 3m} \left( \prod_{j=0}^{2} \frac{\alpha_{x_j}^{x_{j-1}}}{x_{j-1}^{x_j}} \right).$$

The blocking probability $B_{\text{side}}$ is obtained as

$$B_{\text{side}} = \sum_{x_0 + x_1 + x_2 = 3m} p(x_0, x_1, x_2). \quad (7)$$

C. Derivation of $B_{\text{opp}}$

If the phantom cells $B$ and $C$ are at opposite positions, the channel usage in cells 0, $B$, and $C$ can be described by the 3-D Markov chain shown in Fig. 3. For $x_0 = i$ ($0 \leq i \leq 3m + 1$), the two-dimensional (2-D) state space of $(x_1, x_2)$ has a square shape with a total of $(3m - i + 1)^2$ states. The total number of states $N'$ in the square prism of Fig. 3 is

$$N' = \sum_{i=0}^{3m+1} (3m - i + 1)^2 = \frac{1}{2}(18m^3 + 27m^2 + 13m + 2).$$
The product-form solution of the steady-state probability $q(x_0, x_1, x_2)$ is given by
\[
q(x_0, x_1, x_2) = G^{-1} \prod_{j=1}^{2} \frac{\alpha_j^{x_j}}{x_j!} \tag{8}
\]
where
\[
G = \sum_{x_0 + x_2 \leq 3m} \left( \prod_{j=1}^{2} \frac{\alpha_j^{x_j}}{x_j!} \right). \tag{9}
\]

The blocking probability $B_{\text{opp}}$ is obtained as
\[
B_{\text{opp}} = \sum_{x_0 + x_2 \leq 3m} q(x_0, 3m - x_0, x_2) + \sum_{x_0 + x_1 < 3m} q(x_0, x_1, 3m - x_0). \tag{10}
\]

Substituting (3), (7), and (9) into (4), the blocking probability at cell 0 is found. The overall blocking probability of a system consists of $N$ cells is simply
\[
B = \left( \sum_{\lambda_k}^{N-1} \lambda_k \right) \sum_{\lambda_k=0}^{N-1} \lambda_k B_k \tag{11}
\]
where $B_k$, the call blocking probability at cell $k$, is given by the same expression in (4).

### D. Channel Occupancy Distribution

Let $P[M_i = k|\text{side}]$ and $P[M_i = k|\text{opp}]$ be the probabilities that cell $i$ has occupancy $k$ given that the two phantom cells are at side-by-side and opposite positions, respectively. From (6) and (8), we have
\[
P[M_i = k|\text{side}] = \sum_{x_1, x_2} p(k, x_1, x_2)
\]
\[
P[M_i = k|\text{opp}] = \sum_{x_1, x_2} q(k, x_1, x_2).
\]
By the law of total probability, we have

$$P[M_i = k] = \alpha P[M_i = k|\text{opp}] + (1 - \alpha) P[M_i = k|\text{side}].$$  \hfill (11)

The blocking probability of phantom cell $B$ can be found as follows. Let $PB[M_i = k]$ be the blocking probability of cell $i$ with channel occupancy $k$. Let $PB[M_i = k|\text{side}]$ and $PB[M_i = k|\text{opp}]$ be the blocking probabilities of cell $i$ with channel occupancy $k$ given that the two phantom cells are at side-by-side and opposite positions respectively. From (6) and (8) again, we have

$$PB[M_i = k|\text{side}] = \sum_{x_1 + x_2 = 3m - k} p(k; x_1, x_2)$$

$$PB[M_i = k|\text{opp}] = \sum_{x_2 \leq 3m - k} q(k; 3m - k, x_2) + \sum_{x_1 < 3m - k} q(k; x_1, 3m - k).$$

Then

$$PB[M_i = k] = \alpha PB[M_i = k|\text{opp}] + (1 - \alpha) PB[M_i = k|\text{side}].$$
$\mathbf{B}_B$, the blocking probability at phantom cell $B$, is given by

$$
\mathbf{B}_B = \sum_{k=0}^{3m} PB[M_B = k]P[M_B = k]
= \sum_{k=0}^{3m} \sum_{i=1}^{k} f_i PB[M_i = k]P[M_B = k]
$$

(12)

where $f_i$ is given in (5).

V.  N UMERICAL  R ESULTS

In this section, we investigate the performance of the phantom cell analysis by considering a cellular system consisting of 49 cells as shown in Fig. 4. Let the number of nominal channels $m$ in each cell be 10. Let the arrival of calls be a Poisson process and the call duration be exponentially distributed with mean 3 min. Each simulation data point is obtained by collecting statistics of 510,000 calls with the initial 10,000 calls discarded.

First, we examine the performance under uniform traffic distribution. The base load of each cell is first engineered at 100 calls/h. The blocking probability $\mathbf{B}$ is plotted in Fig. 5 against the increase in traffic load. The Erlang-$B$ curve corresponding to the fixed channel assignment with ten channels per cell is plotted for comparison. It is seen that the analytical result is very close to the simulation.

Next, we consider two nonuniform traffic distributions with the base traffic in calls/hour of each cell shown in Fig. 4(a) and (b). The analytical and simulation results for BDCL are plotted in Figs. 6 and 7. The curves corresponding to FCA are again obtained by Erlang-$B$ formula with ten channels per cell. For both traffic distributions, very close agreements between analytical and simulation results are found. These results show that the phantom cell analysis is accurate under very different traffic conditions.

VI.  C ONCLUSIONS

An approximate analytical model called phantom cell analysis for evaluating the performance of the BDCL strategy was proposed in this paper. The phantom cell analysis was found to be very computationally efficient and accurate. It is applicable to any traffic patterns and any cellular layouts. In this paper, only systems with a three-cell channel-reuse pattern were considered. The analysis of systems with seven-cell channel-reuse pattern would require the solution of many seven-dimensional (7-D) Markov chains, and this is still a formidable task with today’s computational power. The effect of DCA on handoff performance is a research topic that requires further work.
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