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Optimal Bandwidth Assignment for Packet Rings
Cunqing Hua, Tak-Shing Peter Yum and Cheng Li

Abstract: The network throughput is an important performance
criteria for the packet ring networks. Since maximizing the net-
work throughput can lead to severe bias in bandwidth allocation
among all flows, fairness should be imposed to prevent bandwidth
starvation. The challenge here, therefore, is the joint optimization
of the network throughput and fairness. In this paper, we present
the optimal bandwidth assignment scheme to decompose this op-
timization problem into two tasks, one for finding fair bandwidth
assignment and the other for finding the optimal routing. The net-
work throughput is maximized under the fairness constraints when
these tasks are performed iteratively.

Index Terms: Bandwidth assignment, fairness, optimization, packet
rings

I. Introduction

In the past few years, the rapidly increasing volume of data
traffic has driven the evolution of packet-based transport in
Metropolitan Area Networks(MAN). However, current MAN
technologies such as SDH/SONET and Gigabit Ethernet (GigE)
have their limitations. For example, SDH/SONET can provide
point-to-point guaranteed bandwidth through fixed circuit allo-
cation, but it is not efficient for bursty data traffic because the
bandwidth reserved for one flow cannot be used by others. Giga-
bit Ethernet offers statistical multiplexing and better bandwidth
utilization, but it lacks the provision of fairness in bandwidth
assignment.

Resilient Packet Ring (RPR) [1] is a standard (IEEE 802.17)
targeted for solving the inherent limitations of existing MAN
technologies. It is essential a MAC layer protocol over various
physical layer technologies. It offers services to various trans-
port layers so that both the networks and the services can be
made scalable. Thus, operators can deploy a single technology
that is both efficient (due to statistical multiplexing capability)
and reliable (due to the fault tolerant dual ring topology).

RPR adopts a dual counter-rotating ring topology. Both rings
are used for transporting data and control packets [1], [2]. Rout-
ing in RPR appears to be simple, packets either go clockwise
or counter-clockwise, which is determined by the shortest path
routing algorithm. A salient feature of RPR is that it offers spa-
tial reuse through destination-stripping. That is, packets are re-
moved from the ring at the destination station so that the com-
plementary ring segments can be used for transmitting packets
of other non-overlapping flows.
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This spatial reuse feature can improve the link utilization by
allowing transmission of nonoverlapping flows. However, it
may lead to the starvation problem whereby some heavy-loaded
nodes can dominate the ring links and leave the other nodes un-
served. This problem is critical since the bandwidth starvation
of a station may affect the service of a large number of associ-
ated users. To address this problem, Gandalf [3] and Aladdin [4]
protocols were proposed to coordinate the fair distribution of
bandwidth across all stations on the ring. However, it was found
that these two protocols may exhibit severe oscillation in un-
balanced traffic scenarios[5], [6], [7]. Addressing this problem,
the Distributed Virtual-time Scheduling in Rings(DVSR) algo-
rithm was proposed in [5], whereby each node computes a lower
bound of temporally and spatially aggregated virtual time by
counting the packet arrivals. By exchanging this information,
each ingress node can approximate the Generalized Processor
Sharing (GPS) [8] and determine the per-destination fair rate for
the incoming flows. In [6], the Distributed Bandwidth Reallo-
cated in Rings (DBRR) algorithm was proposed such that each
node combines the local and remote information and transmits
the results to the downstream nodes for calculating the fair rate
per-destination flows. A rate-based fairness control algorithm
adopting the local fairness concept in [9] was proposed in [7]
and the end-to-end delay bound was derived.

In this paper, we consider the bandwidth assignment problem
for a generic dual ring network rather than specific for RPR. We
assume that the offered traffic is characterized by a traffic de-
mand matrix. Multipath routing is used so that traffic can be
split and delivered over both inner and outer rings. The problem
is to find the optimal bandwidth assignment that maximizes the
network throughput while at the same time providing some no-
tations of fairness. The solution involves determining the max-
imum bandwidth for each flow as well as determining which
ring to take under the fairness constraints. This is therefore a
joint flow-routing-fairness control problem.

In Section II, we first formulate the optimal bandwidth as-
signment problem and discuss the tradeoff of maximizing net-
work throughput and fairness provisioning. We then decompose
the problem into the iteration of two tasks, one for fair band-
width allocation and the other for balanced routing, and present
the formulation for these two tasks. In Section III, the details
of the iterative algorithm for throughput maximization are de-
scribed. A simple example is provided in Section IV to illustrate
the bandwidth assignment procedure. Performance evaluation
is presented in Section V and finally we conclude this paper in
Section VI.

II. Optimal Bandwidth Assignment Problem

A. Network Model and Notations

Consider a N -node ring network with two counter-rotating
rings as shown in Fig. 1. Let fij denote the flow from an ingress
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Fig. 1. Packet ring network model

node i to an egress node j. We will use the following notations
throughout this paper.
• C = [C1,C2, · · · ,CN] : inner ring link capacity.
• D = [D1,D2, · · · ,DN] : outer ring link capacity.
• R = [rij]N×N : the bandwidth demand matrix where rij is
the bandwidth demand of flow fij .
• X = [xij]N×N : inner ring bandwidth assignment matrix
where xij is the inner ring bandwidth assigned to flow fij .
• Y = [yij]N×N : outer ring bandwidth assignment matrix
where yij is the outer ring bandwidth assigned to flow fij .

B. Problem Statement

The network throughput S is the total assigned bandwidth to
all flows in both inner and outer rings, which is given by

S =
∑

i,j∈N,i 6=j

fij (1)

where fij = xij + yij is the total flow rate between node i and
j over both rings. The conventional wisdom is to allocate the
bandwidth to all flows so that the network throughput S is max-
imized. However, it is well known that by maximizing S, some
flows may be starved if fairness constraints are not imposed[10],
[11]. In this paper, we want to find a bandwidth assignment
scheme that maximizes the throughput while at the same time
satisfying the fairness requirement for a given bandwidth de-
mand.

The bandwidth demand can be simply specified through ex-
ternal service agreement or online measurement between each
ingress-egress node pair, but fairness constraints need to be care-
fully defined. There are various fairness criterion proposed and
debated in the literature[12], [13]. In our study, we assume all
flows have the same right to access the bandwidth of the ring, so
we choose to use the max-min fairness criterion[10]. This fair-
ness criterion protects the lower demand flows from the domi-
nation of high-demand flows. Specially, it tries to maximize the
minimum flow bandwidth allocation among all flows subject to
link capacity constraints and the demand constraints.

Since the objective of throughput maximization and fairness
cannot be achieved simultaneously, we choose to decompose the
problem into two tasks. The first task is to find the max-min
Fair Bandwidth Assignment(FBA) under the max-min fairness
constraint. This assignment, however, may lead to unbalanced
traffic load distribution across the network. So the second task
is Balanced Routing(BR), which is to reduce the loading of the
bottleneck links by optimally distributing the traffic across the

inner and outer rings. After that, more bandwidth can be allo-
cated to flows with demands not yet satisfied. This additional
allocation, however, also needs to be fair and can be found by
performing the FBA task again on the residual ring with the
residual bandwidth demand as the input. The residual ring is
defined as the ring with the residual link capacity(i.e., leftover
capacity after the last bandwidth assignment). These two tasks
will be repeated until no further improvement is possible. Fi-
nally, the total bandwidth of each flow is the sum of assigned
bandwidth in all iterations, and the total network throughput is
simply the sum of the assigned bandwidth all flows.

C. Fair Bandwidth Assignment (FBA)
Given the bandwidth demand traffic matrix R, the FBA task

is to find the bandwidth assignment matrices X and Y so that
the minimum assigned bandwidth is maximized. More formally,
we can formulate it as a max−min optimization problem as
follows

maximize min
i6=j, ∀i,j∈N

{xij + yij} (2)

w. r. t. X = [xij ] and Y = [yij ] (3)

subject to Uk(X) =
X

i6=k

i+1X

j=k

xij ≤ Ck,∀k ∈ N, (4)

Vk(Y) =
X

i6=k+1

i−1X

j=k+1

yij ≤ Dk, ∀k ∈ N, (5)

0 ≤ xij + yij ≤ rij , i 6= j, ∀i, j ∈ N, (6)

xij ≥ 0 and yij ≥ 0, i 6= j, ∀i, j ∈ N. (7)

The objective function (2) represents the max-min fair band-
width assignment for all flows. Constraints (4) and (5) are the
the capacity constraints on the inner ring and the outer ring re-
spectively. Constraint (6) stipulates that the allocated bandwidth
will not exceed the demand, and (7) states that any bandwidth
assignment should be nonnegative values.

D. Balanced Routing (BR)
Given the fair bandwidth assignment by FBA, the balanced

routing task is to distribute the traffic of each flow across the
inner and outer rings so that the traffic loading on the ring net-
work is as balanced as possible. Let aij denote the fraction of
the traffic of flow fij that goes through the inner ring. The prob-
lem is then to find A = [aij] that minimizes the maximum link
loading. That is,

minimize max
∀i,j∈N

{Ui(A),Vj(A)}

w. r. t. A = [aij]

subject to

Uk(A) =
X

i6=k

i+1X

j=k

aij(xij + yij) ≤ Ck,∀k ∈ N,

Vk(A) =
X

i6=k+1

i−1X

j=k+1

(1− aij)(xij + yij) ≤ Dk,∀k ∈ N,

0 ≤ aij ≤ 1, ∀i, j ∈ N and i 6= j.

(8)

The capacity constraints are the same as the FBA problem.

III. Optimal Bandwidth Assignment Algorithm

The network throughput can be progressively maximized by
iteratively performing the two tasks as discussed in the previous
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section. Specifically, the algorithm first finds the max-min band-
width assignment based on current ring condition by performing
the FBA task. It then performs the BR task to balance the traffic
loading over inner and outer rings. As a result, some bandwidth
can be released from previously saturated links. This process is
repeated until either no further bandwidth assignment is feasible
or the demands of all flows are satisfied. The detailed algorithm
is as follows.

INPUT : link capacity C and D, and bandwidth demand
matrix R.
OUTPUT : bandwidth assignment matrix X and Y.
VARIABLE : residual link capacity Cr and Dr, residual
bandwidth demand matrix Rr and bandwidth splitting
fraction matrix A.

1) k ← 1,Xk ← ∅,Yk ← ∅,Ck
r ← C,Dk

r ←
D,Rk

r ← R;
2) Perform FBA task with Ck

r , Dk
r and Rk

r as inputs,
the outputs are bandwidth assignment Xk and Yk.
If Xk and Yk are zeros, go to step 6;

3) Perform BR task with Ck
r , Dk

r , Xk and Yk as inputs,
the output is Ak;

4) With Xk, Yk and Ak, do the following:
(a) Compute the residual bandwidth demand :

Rk+1
r ← Rk

r − (Xk + Yk);
(b) Compute the residual link capacity: Ck+1

r ←
Ck

r−U(Ak) and Dk+1
r ← Dk

r−V(Ak), where
U(Ak) and V (Ak) are given in (8);

(c) Compute aggregated assigned bandwidth of each
flow in inner and outer rings:

xij ←xij + ak
ij(x

k
ij + yk

ij)

yij ←yij + (1− ak
ij)(x

k
ij + yk

ij)

5) If the residual bandwidth demand Rk+1
r is nonzero,

let k ← k + 1 and go to step 2.
6) return X and Y and stop;

Note that step 2 of the algorithm is for finding the fair band-
width assignment based on the current network condition and
the bandwidth demand. If no feasible assignment is found, the
algorithm terminates, otherwise it goes to step 3 and performs
the BR task to balance the network loading. Step 4 computes
the residual link capacity and bandwidth demand. In step 5, if
it finds that bandwidth demand is not satisfied, it returns to step
2 for the next iteration, otherwise the algorithm goes to step 6,
which returns the overall bandwidth assignment results and the
algorithm stops. The FBA and BR tasks can be solved efficiently
using linear programming (LP) [14]. In particular, there is a sim-
ple algorithm for the FBA task with running time of O(2N)[10],
where N is the number of nodes on the ring.

IV. Illustrative Example

We now illustrate the procedure of the optimal bandwidth
assignment algorithm with a simple example. Consider a 4-
node ring network. Let the bandwidth of all links be 100
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Fig. 2. Bandwidth assignment for a four-node ring with four active flows.

units. Let there be four active flows with bandwidth demands
of r13 = 120, r14 = 30, r23 = 70 and r43 = 40.

In the beginning, all flows are initialized with zero bandwidth.
Then in step 2, Task 1 is performed and the max-min fair band-
width assignment is found based on the shortest path routing.
The results are shown in Fig. 2(a). Here, flows f14 and f43 are
satisfied(indicated by white circle marks). Flows f13 and f23

need to pass link(2,3), so each is assigned 50 units of bandwidth.
As link(2,3) is saturated after this assignment, we go to step 3.
In this step, the traffic loading on link(2,3) is reduced by split-
ting the assignment of flow f13 to the inner and outer rings, The
bandwidth of flow f13 is 30 units in the inner ring and 20 units in
the outer ring as shown in Fig. 2(b)(indicated by dashed curves).
The residual capacity of link(2,3) is 100− 50 − 20 = 30 units.
Since flow f13 and f23 are not yet satisfied, the algorithm enters
the second iteration. By repeating step 2, the residual bandwidth
of link(2,3) is shared by these two flows and they each get 15
units of bandwidth. Fig. 2(c) shows the results after this step. In
step 3, the splitting of bandwidth assignment across inner and
outer rings is performed again. The bandwidth of flow f13 is 45
units in the inner ring and 20 units in the outer ring respectively.
The results are shown in Fig. 2(d). After that, link(2,3) has 15
units of residual bandwidth.

In iteration 3, flow f23 is satisfied when 5 more units of band-
width from link(2,3) are assigned to it. The remaining 10 units
of bandwidth of link(2,3) are assigned to flow f13 as shown in
Fig. 2(e). Since flow f13 is still not satisfied, so the remaining
15 units of bandwidth of link (4,3) are all assigned to it. The
final results are shown in the Fig. 2(f). Here, flows f14, f23 and
f43 are satisfied, only f13 is not satisfied and gets 90 units of
bandwidth out of a demand of 120. This, however, is the maxi-
mum achievable throughput for f13 under the max-min fairness
constraints.

V. Performance Evaluation

In this section we compare the performance of the optimal
bandwidth assignment scheme with the default shortest path
routing scheme adopted by RPR with a 4-node and a 8-node ring
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(b)8-node ring

Fig. 3. Comparison of Network Throughput
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(b)8-node ring

Fig. 4. Comparison of Unsatisfied Flows

networks. In the experiments, all links have the same bandwidth
of 100 units. Let R0 be a base bandwidth demand matrix, and
each entry of R0 is a random number between 0 and 100 rep-
resenting the bandwidth demand between a ingress-egress node
pair. The actual demand matrix is given as R = gR0, where
g is a multiplier ranging between 1.0 and 2.0 to scale the traffic
demand. Each data point presented in the plots is the average re-
sult obtained from ten experiments with different base demand
matrices.

Fig. 3 compares the network throughput under different traf-
fic loading for these two rings. When the offered traffic loading
is low, both schemes can allocate the bandwidth to meet the de-
mands of all flows. When the traffic demand is higher, some
links are saturated. Since RPR uses the shortest path routing,
there is no choice but to block the flows passing through these
saturated links. Our scheme, on the other hand, can offer signif-
icantly higher throughput with the bifurcated routing over both
inner and outer rings.

Fig. 4 shows the fraction of unsatisfied flows under different
traffic loading conditions. As seen from this figure, our optimal

bandwidth assignment scheme can greatly reduce the unsatisfied
flows. For example, when g = 1.5, about 60% of flows are not
satisfied using RPR scheme in 4-node ring network, while only
5% of flows are not satisfied using our scheme. In the 8-node
ring network, the corresponding values are 45% and 0 by using
RPR and our scheme respectively.

The average link loading under different offered traffic load
values are illustrated in Fig. 5 for the two schemes. The verti-
cal bars indicate the maximum and minimum values. We can
see that using the optimal scheme, the range of the link loading
is much smaller. This shows that the optimal scheme can dis-
tribute the offered traffic more uniformly across the rings than
the shortest path routing. The optimal scheme, therefore, has
better capability to accommodate short-term out-of-profile traf-
fic.

Finally, we show the fairness index[15] of the bandwidth as-
signment for all flows in Fig. 6. We can see that our scheme
can offer better fairness than RPR scheme under different traffic
conditions.
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(b)8-node ring

Fig. 5. Comparison of Link Traffic Load
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Fig. 6. Comparison of Fairness Index

VI. Conclusions

In this paper, we have presented an optimal bandwidth as-
signment scheme for generic packet rings. The objective is to
maximize the network throughput while at the same time pro-
viding fairness guarantee. The proposed scheme consists of the
task of finding fair bandwidth assignment and the task of finding
balanced routing. By performing these two tasks iteratively, the
network throughput is progressively maximized while fairness is
guaranteed for the bandwidth allocation. We illustrate the band-
width assignment procedures with a simple example. Numerical
results are provided to show that the proposed scheme performs
significantly better than the default RPR routing scheme in terms
of network throughput, flow satisfaction, link loading distribu-
tion and fairness index.
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