1430 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 49, NO. 4, JULY 2000

A Quality-Based Fixed-Step Power Control
Algorithm with Adaptive Target Threshold

Chi Wan Sung, Kin Kwong Leung, and Wing Shing Wong

Abstract—A simple adaptive fixed-step power control algorithm  in [8]. Afterwards, a framework based on this paradigm was de-
for mobile cellular systems is proposed. While most of the power veloped in [14]. It can be applied to various interference models,
control algorlthms are based on.the received S|gnal-t9-|nterference which are commonly encountered in wireless communication
ratio (SIR) to adjust the transmitter power, our algorithm can be t Bv identifvi " f the interf
based on any generic quality-of-service (QoS) measure. ExamplesSys em;. y 1aen 'f}"”g Common' properties o e.ln er grence
of such a measure include the SIR measure and the bit-error-rate Constraints, the notion standard interference functiomas in-
(BER) measure. Furthermore, our algorithm does not require the troduced. In this paper, we use the same concept to generalize
knowledge of the exact relation between the QoS measure and thethe common SIR measure. This second paradigm will be fol-

gIR. As '0?9 a.shthe. QoS measure changes m°“°t9fr.‘i%a”y with the |, ved. Variations of the orginal power control problem under
IR, our algorithm is proven to converge to a specified target re- . baradigm can be found in [5], [7]. [12], [15].

gion.
Index Terms—Cellular mobile system, power control, quality-of- In most of the previous §tud|es, the transmit power I.e\./el can
service (QoS) tracking. assume any value in eontinuous rangeHowever, in digital
cellular systems or future PCS systems, the power level is quan-
tized into discrete values. Itis not clear how to apply those power
. INTRODUCTION control algorithms into a power-quantized system. For example,

OWER control is an important component of resourciémay no longer be possible for the SIR of all users to converge
management in mobile communication systems. TH@ certain target values, as some algorithms (e.g., [3], [7], [8],
basic goal is to adjust the transmitter power such that thk4]) assume. Hence, the convergence property of those algo-
signal-to-interference (SIR) performance of the system fighms may need to be re-examined. In our work, we will show
optimized in some global sense. Earlier works [1], [9], [16jhat in a power-quantized system, the SIR target value should
identified the problem as an eigenvalue problem for nonnege changed into a SIR target region. In this paper, a fixed-step
ative matrices. It was shown that the dominant eigenvecte@wer control algorithm is proposed and it is proved to converge
provides the solution that maximizes the minimum SIR of alp the target region.
communication links. Thus, the optimal power vector can be Another issue that we address in this paper is the information
obtained by computing the eigenvector. This approach is callededed to drive the power control algorithm. Most power con-
power balancingHowever, a centralized approach requires theol algorithms proposed in the literature require knowledge of
information of all the link gains and the procedure of invertinthe received SIR. Some of them may require the estimate of the
a matrix. Due to the difficulty of estimating the link gains anadthannel gains as well. The objective is to keep the SIR of all
the computational complexity, the centralized approach is rotks above a pre-specified threshold. But in practice, the link
applicable in practice. Distributed versions which need onbains and the SIR are often difficult to measure. Even if the SIR
SIR information, which can be measured locally, have be@&measurable, the exact relationship to an actual quality mea-
developed [4], [10], [13], [17]. This power balancing approackure, like the bit error rate (BER), is not known. What can be
forms the first paradigm of the power control problem in theure is only that the quality of a communication link depends
literature. strongly on the SIR. Thus, the desired performance is more
A second paradigm was adopted by Foschini and Miljanappropriately expressed in terms of an actual quality meausre,
[3]. Instead of maximizing the SIR, the objective is to deteiinstead of an SIR requirement. In [6], an algorithm based on
mine a power vector such that a given quality-of-service (Qo8BER was proposed. The SIR requirement was replaced by the
requirement of all communication links can be satisfied. We c@8ER requirement. The convergence of the algorithm was proved
this approachQoS tracking Moreover, Foschini and Miljanic under the assumption that the BER is an exponential function of
also proposed a power control algorithm under which the powtie SIR.
vector was shown to converge to an unique solution which mini- In this paper, we propose a distributed fixed-step algorithm,
mizes the total power consumption. The convergence of the prehich is an extension of [11]. In the original version, the SIR
posed algorithm under asynchronous operation was later proedéatach user is required to converge to a target region, which
is specified by two thresholds. It was proved that the algorithm
Manuscript received June 5, 1998; revised September 23, 1999. This whRnverges as long as a feasible solution exists. A notable fea-
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Any measure which indicates the link quality can be used im4th maximal ratio combining [14] and CDMA systems using
stead. An example is the BER measure. Remarkably, there ismmimum mean square error (MMSE) multi-user detection [12].
strict restriction on the quality measure. An explicit relationship The generalized SIR determines the quality of a communica-
between the quality measure and the SIR is not needed. As ldiog link. However, in practice, the value of the SIR is difficult to

as the quality measure changes monotonically with the SIR, tegtimate. In our power control algorithm, we do not use the SIR
convergence of the algorithm is guaranteed. Thus the difficultrectly. Other QoS measure can be used instead. An example is

in estimating the SIR can be avoided. the bit error rate (BER) measure, which can be obtained from
the decoding algorithm. Our proposed algorithm does not de-
II. SYSTEM MODEL pend on the particular measure used. The convergence of the

algorithm is guaranteed provided that the quality measure is a
%ﬂictly increasing function of the SIR. We Iat be the quality
easure of user In other words, we require that

Consider a cellular radio system. To each communicati
link, we allocate a pair of orthogonal channels (time slots
frequencies) for mobile-to-base (uplink) and base-to-mobile
(downlink) communication. Since there is no interference r y y

. . . >1" = AD) > A(I). 3
between the uplink and the downlink channels, we consider @ () ®)

power control for the uplink channel in this paper. However, o oyample, the BER measure is a decreasing function of the
the results can be applied to the downlink channels as well. g|r 14 use it in our power control algorithm, we can define
We focus on a set of cells in which a particular channel is usgg the reciprocal of the BER ’

gt a particular instant.. Let be the cgrdinality of this set. We _Now, our goal is to find a feasible power vector such that
ignore the eff_ect of adjacent channel mterferen_ce. Thus, mobA(? > q for all i, whereq, is the QoS requirement of usér
terminals which use other channels have no interference with
our considered set.

Let P, be the power transmitted by tlih mobile of our con-
sidered set. The link gain from mobijeto base station is de- Our algorithm is a modification of the algorithm in [11]. The
noted byG;;. The matrixG = {G;,} is known as the uplink original version is an algorithm based on SIR measurements.
gain matrix. In reality, the link gains change constantly in timéur proposed version only indirectly relies on the SIR. The
Thus the link gain matrixG is actually a stochastic processpower level of each mobile terminal is adjusted according to a
Assuming that the power control process is much faster thgunality measure). Before we describe our proposed version,
the rate of change of the channel, we consider a snapshot ofweestate the original version first.
system so thefix is treated as at/ x M matrix of random vari-
ables. A. Fixed-Step Power Control Algorithm Based on SIR

I1l. POWER CONTROL ALGORITHM

In general, the SIR can be expressed in the following form: Each mobile unit adjusts its transmit pO\NBf"’H) in the
P (n + 1)th step according to the following rules:
L= — )
L(P) 5P T < 51,
wherel; (P) depends on the transmitted power of all terminals. P = 571PM it T > sy, (4)
We call it thenormalized interference functicand we assume Pf") otherwise
that it satisfies the following three conditions:
1) Positivity. I;(P) > ¢ > 0 where§ > 1. _ _ _
2) Monotonicity If P > P/, thenZ;(P) > I;(P’) In the original version, an SiRarget reglon[é—lfy_i,éfyi] is
3) Scalability For alla > 1, al;(P) > I;(aP) defined for each mobile. If the SIR is below the region, the base

station will inform the mobile to raise the power to the next

wheree is an arbitrary, positive constant. ) . . \
The above three conditions are the same as those in the é;‘%?j_her level. If the SIR is above the region, the power will be

inition of the notionstandard interference functiontroduced usted downwards by one level. Our new version basically fol-

in [14]. However, it needs to emphasize that our definition é\fvws thesstﬁmerl]dle:. Ata?§F reg|o<n f;r mgta_l|llethspe(:_|f|_ed by
interference function is slightly different from that in [14]. 0 QoS thresholdsy; and/; (a; < /). e is the minimum

This generalized SIR measure can be applied to many Jality requirement that linkmust satisfy. The upper threshold,

ferent systems. For example, in a TDMA/FDMA systeipiP) ! ir 1S neeQed suph that the SIR will not be too high. If the.SIR
can be written as is exceedingly high, the transmit power may cause excessive in-

terference to other cochannel users. Moreover, it is undesirable
to waste battery power of the handset.
L(P) = 1 Z Gii Pj +m; (2) It should be noted that the target region is specified in terms
Gii poy of SIR in the orginial version. The upper threshol@és'™ dB
greater than the lower threshold. (We usé®) to denote the
wherer); is the receiver noise. It is easy to verify that this exdecibel value o, i.e.,z*® = 101og,, z.) In our new version,
pression of/;,(P) satisfies the above three conditions. the lower threshold is simply the QoS requirement. However,
Other examples to which this generalized SIR measure diwere is not enough information for us to determine the upper
be applied include systems which employ diversity techniqudweshold since an exact relationship between the SIR and the
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link quality measure is not known. As a consequence, we pro- Al+D
pose to adjust the upper threshold adaptively. To guarantee the
convergence of the algorithm, a probabilistic element is intro-
duced. The algorithm is stated below.

B. Adaptive Fixed-Step Power Control Algorithm Based on

Link Quality Measure \
Each mobile unit adjusts its transmit powé’f,"*l), and the ® ®
upper thresholdﬁf") in the (n + 1)th step according to the Aj
following rules:
1) 1f A" < (a)

P‘("'i'l) — 6P<(n)

If AT S ) Ai B<n+1)
7 (2 Y L S

n—+1 n—+1 1
let g Y = ALY ™)

end ( !

end.

a.

2) If AP > g™, \ ’

[ ]
AT*D

plntD) _ { §~L1P{™  with probability g
‘ P with probability1 — ¢
If A§n+1) < @,
let "1 = A
end

end.
3) Otherwise,

poth — p)

end

(b

Fig. 1. The adjustment of the upper threshgld,at ther + 1 iteration. (a)
Corresponds to the case in rule 1. (b) Corresponds to the case in rule 2.

was proved that a feasible solution exists if the SIR of each user
can converge to the mid-value of the target region in a system
without power quantization.

In this section, the result proved in [11] will be refined. We
will show that a feasible solution exists even if we narrow the

width of the target region t6(4®) dB. We state our result as

follows.

Theorem 1:If there exists a power vectoP* such that
P*) = ~; for all i, then there exists a quantized power

Note that the upper threshoI@SO), is initialized to the lower
thresholdw; for all <.

Fig. 1 shows the two cases where the upper thresppldill
be adjusted. Fig. 1(a) and (b) corresponds to the cases in r\%l torP such thats - Ly < T (P) < ~, for all i.
1 and 2, respectively. Note thﬁf is a monotonic increasing Proof: Given P, we can always find one and only one

sequence. quantized power level; such that=1/2Pr < Py < §Y/2P;.
Another feature of the algorithm is that it is probabilistic. IfA

sume thatF; is quantlzed th* Let P* be the quantlzed
the QoS measure is greater than the upper threshold, the moBﬁ &er vector correspondmg to the given vedrsr
terminal decreases its power with probabitityVith probability

1 — ¢, it keeps its power unchanged. With this probabilitic rule, . PZ*
the algorithm is guaranteed to be stable and the QoS measure Is(P7) = Ii(f’*) ®)
can be kept above the requirement, for all link <. The proof §—1/2ps
will be presented in the next section. > —" (6)
From now on, we assume that = A(§~!~;). Since the L;(P*)
change of the SIR between two consecutive power control it- S 6-v2pr -
erations is at mosts(“®) dB, 5™ is less than\(6;) for all n. = I;(8Y/2P*) %
In general, the target region, in terms of SIR, is smaller than that §—1/2pr
in the original version. > WZ(P;) ®)
—1 *
IV. QUANTIZATION OF POWER LEVEL =0 Tu(P7) ©)
=61y (10)

In our algorithm, the power level is quantized. The difference
between two consecutive levels is equabté® dB. The SIR where the second inequality follows from monotonicity and the
of each user is required to converge to a target region, instahold inequality follows from the scalability of the interference
of a target value. In [11], the target regior2i& 4™ dB wide. It function.
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Similarly, we can show that

Li(P*) < 6% (1)
Hence, the given condition implies that there exists a qu
tized power vectorP*, such that
§ Ly <Tu(P*) < 6y (12)
for all <. A
Now we assume thaP(®
lowing iterative process.

If 1‘*( n) (n+1)

> i, thenP = §~1P™ . Otherwise ") =
(n)

= P* and we consider the fol-

1433

power vecto® such thatA(§—1;) < A(L;(P)) < A(6v;) for

all <.
Now we assume that a power-quantized vedosuch that
> «; for all i can be found. By Lemma 1 and 2 (in Appendix

a)—q\) there exists an upper bound and a lower bound for the power

IeveI,PZ( ), of each mobile terminal. We denote themlyand
L;, respectively. LelV = max U; andL = min L;.
Letw be the number of quantization levels betwégandL.
U
w=logs; — + 1. a7
L
Now we proceed to prove the convergence of the fixed-step
algorithm. Our results are summarized in two propositions and

"Note that the power level of each user is monotonic dene theorem. Proposition 1 states that the upper thresfiBi,

creasing, i.e P+ < P, IfFE") <, thenl“E"J’l) > FE")
becausd; (P D)) < I,(P™). If FE") > ~;, then

—1p)

- &0 (13)
I (P(n+1))

—1p)
S (14)

I; (P(">)
=5 (15)
> 6ty (16)

Hence, we havE(") > §~ 1, for all i and all iteratiom.
Now assume that there does not exist an intefgauch that
FE") < v foralln > N.As aconsequencé’f ") tends to zero.

Sincel;(P) > e, FE") also goes to zero, which contradicts with

the fact thatl“( ) > 6~ 1v,;. Hence, there exists an integdt
such thaﬂ“(") < 4, for all i and alln > N. The power vector
PV is thus our desired quantized power vector. [

will stop increasing for sufficiently large. Proposition 2 states

that a feasbile solution, if exists, will be found by the algorithm.

Theorem 3 states that the algorithm will converge to a fixed-

point which is within the target region with probability 1.
Proposition 1: For each mobile, there existg () such that

the upper thresholdji("), is equal to a constant valug;, for

n > no(i).

Proof: Totally, there aré/ users in the system. The power
level of each user can assume at mosilifferent values. There-
fore, there are at most™ different power vectors during the
power iteration process. In consequence, there are aturiést
different SIR values which can be achieved by each user. Ac-
cording to the definition oﬁi("), forn > 0, it can be expressed
in the form

A = Mi(I) (18)

for somel’;.
Therefore,ﬁf") can assume only a finite number of values.
Smce/} is an increasing sequence and is upper bounded by

Assume that the SIR requirement can be satisfied if the pow&9: ), it must remain constant whenis sufficiently large.m
vector is not restricted to discrete values. Let us focus on the reProposition 2: If there existsP such that; > a; for all 4,
striction due to the power quantization. Theorem 1 in [11] statéen given anyo = > 0, with probability 1 there exist&/ > ng

that a feasible solution can be found if the width of the targstich that"

> «; for all 4.
Proof: First of all, we consider the scenario that no mo-

region is26(1®) dB. The above theorem refines the previous
observation. It states that a feasible solution exists even if Wée terminal decreases its power level during an interval of
reduce the width of the target region46'® dB. (There may M (w — 1) + 1 iterations. In such an interval, the power levels
be many feasible solutions.) This gives an additional advantagfeall the terminals are monotonic increasing (a sequéngg
to our algorithm. In our algorithm, the width of the target regiois monotonic increasing if,,+1 > x,,). We call it an/-interval.
is increased monotonically from zero until a feasible solution Mow assume that the time axis is partitioned into intervals. Let
found. Although there is no guarantee that the resulting solutiorie the probability that a given interval is drinterval. We
will fall into a region of width less than or equal 86 dB, it would like to prove that is strictly greater than 0. Before doing
can be imagined that the SIR tends to converge to a narrovieat, we first consider the probability where no one decreases its
region than that using the orginal algorithm. The advantagefgwer atn consecutive iteration stages. We denote this proba-
that the power consumption can be reduced. This point will idity by ,,,. Now we show that; must be greater than 0. As-
justified by simulation in a later section. sume that at the iteration concerned, thereramobiles greater
than the corresponding upper threshold.
V. CONVERGENCEPROPERTY

r=(1-¢q)" 19)
It was shown in [11] that the existence of a power ved®or > (1— M (20)
such that”; = -; for all z implies that a quantized power vector -
P can be found such that 1y < T;(P) < 6+ for all <. A direct > 0. (21)
consequence of this result is as follows. Then
Theorem 2:If there exists a power vectdP* such that
A(T3(P*)) = A(y) for all 4, then there exists a quantized = ry(p_1)41 = (1 — )Y+ > 0. (22)



1434 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 49, NO. 4, JULY 2000

Now we considen consecutive intervals, each of which has
M(w — 1) + 1 iteration stages. Let,, be the probability that
none of then intervals is an/-interval. Then we have

sp=(1—7r)". (23)
Whenn tends to infinity,

Therefore, given anyio > 0, with probability 1 we can find
an I-interval after iteratiom.

Assume that an-interval occurs. Since there are only
guantized power levels for each mobile, each mobile can in-
crease its power at mo§ty — 1) times. Therefore, among the
M(w — 1) + 1 iteration stages, there is at least 1 stage at which
no mobile changes its power. It implies thgt > «; for all ¢ at
that particular stage. [ |

Theorem 3: If there exists a power-quantized veciorsuch _ , , ,
thatA; > o for all i, then the fixed-step power control algo-F'g' 2. Layout of interfering cells in the numerical study.

rithm converges with probability 1 to a fixed poilt* where
a; < A < BF < A(6;) for all 4. seven. We approximate each hexagonal cell by a circular cell of

Proof: By Proposition 1, there exist% such tha“ﬁfn) — the same area. Within each Ce”, there is a mobile terminal com-
3+ for all i andn > n,. By Proposition 2, given,, with proba- Municating with the base station. The location of each mobile
billity 1, there existsV > ng such thatn®) > o; for all i. Note terminal is generated uniformly inside the cell. The link gain

that this condition implies that no mobile increases its power & 1S defined as

iteration N + 1. A
Consider a mobile whose quality measure is within the Gij = d—f
target region at iteration stagé, i.e.,«; < AEA‘) < Br. Since *

the power level of that mobile will not change at iteratiogyhered,; is the distance between tfith base station and the

N +1, and no other mobiles increases its power level, we hayg mobile terminal and4,; is the corresponding attenuation

AE“” > AE,“ > . factor. In this study, we consider only log-normal fading. Hence,
Next, consider the other mobilesAfN) > 37, mobilei may we assumed;; is log-normal distributed with mean 0 dB and

decrease its power level or keep the power unchanged. If it kegpsndard deviation 6 dB for alland;. The receiver noise; is

its power unchanged, obviously we havg ™" > AY) > ;. assumed 16° for all 4.

If it decreases its power leved!" ™) will decrease. However, ~ First of all, we investigate the effect gfon the performance

we still haveA (™ > o, for otherwise3™ +* will be greater Of our algorithm. We let the step siz&['®), be 1 dB. For sim-

: : plification and ease of comparison with other algorithms, we as-
sume that our QoS measurg,is the SIR measure. For accept-
Sﬁ? e link quality, we assume that an SIR of 15 dB is required.

0 ensure that the SIR of each user be greater than or equal to
s> N such that 15 dB, we let the lower thresholdc,gdB), be 15 dB. Thus, the
SIR should converge to a range between 15 and 17 dB.

In Fig. 3, we show a typical result for the evolution of the
maximum and minimum SIR of the two cases= 0.95 and
g = 0.5. It can be seen that for largg the convergence is

mobiles outside the target reqion. by the same arqument E ster. However, if we consider the number of iterations for all
. - arg glon, by 9 ' & mobiles to meet the QoS requirement (i.e., the QoS measure
power vector will strictly decrease. Since the power vector ha

L 3F each mobile above its lower threshald, > «; for all ¢), the
a lower bound and the power level decreases in discrete Stefx[/)vsc’i cases are roughly the same. Thus, the valyehafs limited
AE") will ultimately fall within the target region for sufficiently ' '

effect on the link quality.
largen. On the other hand, the value @does affect the power con-
sumption. Fig. 4 shows the average transmit power for different
values ofq. We find that the transmit power decreases when
increases. The reason is as follows. In our discrete power con-
Some simulation studies on the fixed-step power control algwel model, there are many feasible solutions at which the SIR

rithm were conducted, assuming a standard hexagonal celllddeach user falls within the target region.glis small, a mo-
layout with sixteen cochannel cells (see Fig. 2) [13]. The gebile whose SIR is greater than the upper threshold remains con-
graphical location of the cells corresponds to a reuse patterrstdnt most of the time. As a result, those mobiles whose SIR

than ﬁfN) which violates the assumption th@E") = g for
n > ng. Hence, we conclude thmﬁ") > o, foralln > N. As
a direct consequence, the power level is monotonic decrea
from iteration N onwards.

Now it remains to prove that there exist
AE") < g for all <. Assume that at iteratiotV, there exists
i such thatA!™ > gz It is obvious that the probability that
P = PW) forall n > N is zero. So with probability 1, we
can findn > N such tha®™ < P(Y)_ If there are still some

VI. NUMERICAL RESULTS
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Fig. 3. A typical case: minimum and maximum SIR of the fixed-step algorithm )0.95 (b) ¢ = 0.5 (step size5“®) = 1 dB).
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Fig. 4. Average transmit power of the quality-based fixed-step algorithm for different valyestap sizes(“B) = 1 dB).

is lower than the lower threshold need to increase their powgorithm may be unstable for some situations (see Appendix B).
many times in order to meet the quality requirement. Thenkrom now on, we assume that= 0.95.

tends to converge to a solution at which the power of each mo-To investigate the performance of our proposed algorithm,
bile is higher. However, if is large, those mobiles whose SIR isve compare it with Foschini—Miljanic algorithm [3], which is
high will decrease their power, thus reducing the interferenceull known in the literature. Foschini—Miljanic algorithm is an
others. The power levels of the mobiles thus converge to valugk-based algorithm, which allows the power to take any pos-
which are smaller in magnitude. Therefore, it is preferable ttve value. Under this algorithm, the power vector is shown
choose a larger value gf However, if it is equal to one, the al-to converge to an unique solution which minimizes the total
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Fig. 6. A typical case: minimum and maximum SIR of the two versions of the fixed-step algorithm (stéf'$ize= 1 dB, (adaptive); = 0.95).

transmit power for a given SIR requirement [3]. We state thtaan or equal to 15 dB. Thus we 3@&‘13) to 15 dB in Fos-

algorithm as follows:

(D) — 4
IO

T

chini—Miljanic algorithm. For the fixed-step algorithm, we
let the step size and the lower threshold be 1 dB and 15 dB,
respectively. Thus the SIR should converge to a range between
15 and 17 dB. Fig. 5 shows a typical plot for the maximum
and the minimum SIR among the sixteen users. The target

(25)

We first compare the convergence rate of the two algoegion is represented by the pair of solid lines. It can be seen
rithms. As before, we assume that the SIR should be greatesit Foschini—Miljanic algorithm converges faster than the
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Fig. 7. Extra power used by the fixed-step algorithm with different initial power (steps$i¥e = 1 dB).

fixed-step algorithm in terms of number of iterations. Howeve %* ! '
it should be noted that the fixed-step algorithm uses on ——  Fixed-step éfixed) j
two bits for each control command. If the bandwidth of th T77  Fhedstep fadapt) ’
control channel is limited, the fixed-step algorithm can havm B

more iterations per unit of time. The convergence rate of tt §
two algorithms will become closer.

If we compare our proposed fixed-step algorithm with th Eisk
original version with fixed target threshold, we find that theil 2 :
convergence rates are roughly the same. A typical plot is sho\ &
in Fig. 6. On the other hand, the adaptive version forces the Sl § ’: e
to converge to a narrower region. It means that the resulting S g
is closer to the threshold, i.e., 15 dB. An important consequeng
is that the power consumption can be reduced. This pheno“ °*
enon will be investigated explicitly in the next experiment.

In the fixed-step algorithm, the transmit power is quantize
into discrete levels. Due to this restriction, we can only requit %3 p s
the SIR to fall into a target region, instead of a target valuc. step size (d8)

As a consequence, the solution is not ungiue and more power

may be used. As the solution obtained by Foschini— Mlljanf:g ? Extra povzverdused by the fixed-step algorithm with different step sizes
algorithm is optimal in the sense of minimizing the power mta pawer= ~20 dB)

consumption, we use it as a reference point. The solution

yielded by the two versions of the fixed-step algorithm will b&ult is in agreement with the fact that the target region of the
compared with it. adaptive algorithm is smaller than the other one.

Fig. 7 shows the extra power used by the two fixed-step al-Now assume that the initial power is set low enough. As seen
gorithms. Since there are many feasible solutions, the solutiisom Fig. 7, the extra power used by the fixed-step algorithm is
to which a discrete algorithm converges depends on the init&dout 1 dB, which equals the step sf#&5). This prompts us to
power vector. It can be seen that the higher the initial powényestigate the effect of the step size on the power consumption.
the more power will be used. This result suggests that a mobileFig. 8 shows the extra power used by the fixed-step algo-
should use a low power initially and then progressively increaséhms with different step sizes. For both versions, the average
it until the QoS requirement is met. On the other hand, if weower increases when the step size increases. It is because a
compare the two fixed-step algorithms, we can see that the darge step size implies that the SIR falls into a large target re-
with adaptive threshold uses less power than the other. This gén. Thus more power is consumed.

ptimal ¢:
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D sK(n
VIl. CONCLUSION . Lty <’) (31)
In this paper, we have improved the fixed-step algorithm orig- L;(P)oK )
inally presented in [11]. With this new algorithm, the power con- = Fi(f’) (32)
trol mechanism can be driven by any QoS measure, provided > 61y, (33)

that the measure is a monotonic function of the SIR. This avoids

the difficulty of estimat_ing.the SIR accgrately in real time. F?\Vvhere the first inequality follows from the monotonicity &f.)
example, the BER, which is readily available from the decodinghq the second from the scalability. Therefore, mabitd! not

algorithm, can be used. increase its power atiteratient-1. In other wordsg(i, n+1) <
As for the original algorithm, we have proved the CONVel;(; n) = K(n).

gence of this new algorithm. Since the upper threshold is adapror mobilei wherea(i,n) < K(n), we have
tively adjusted in this new version, the convergence region is

usually smaller than the original one. Animportant consequence a(i;n+1) < a(i,n)+1 < K(n). (34)
is that the power consumption can be reduced, which prolongs
the battery life of the mobile handset. Hence,K (n) is a nonincreasing sequence. As a result, for

Another notable feature of this new algorithm is that a prolevery mobilei, we have
abilistic element is introduced. This is necessary to ensure the

stablity of the algorithm. In our simulation, we show that a large pZ(") < pskO), (35)
value ofq reduces the power consumption. However, in the ex-
treme case when = 1, the algorithm may oscillate in some m

situations. An example is given in Appendix B. If such a situa- | emma 2: For each mobile terminal, its power level at each
tion occurs, a small value afis needed to break the oscillatingiteration stage under the fixed-step power control algorithm is
pattern quickly. However, the occurrence of such an oscillatingwer bounded by a constant which depends on the gain matrix
pattern seems rare. Likewise, we conjecture that such an osgitd the initial power vector.
lating pattern will not occur if all the users update their powersat  Proof: Since the receiver noise is nonzero, it is obvious
different times. (In fact, such an asynchronous situation is matgat there exists a power-quantized vedPosuch thaﬁ"i(]_f)) <
realistic as it occurs with probability one if we assume that the-1~,; for all i.
arrival instant of each user is uniformly distributed along the Similar to the previous lemma, we definéi, n) by
time axis.) Therefore, we suggest to use a large valugiof
practice. Moreover, further research on the convergence of the pZ(") = p,gotim) (36)
algorithm with an asynchronous model is heeded.
and
APPENDIX A

Lemma 1: If there exists a power-quantized vecirsuch k(n) = max{~af(i,n),0}. (37)

thatA; > «,; for all ¢, then for each mobile terminal, its power _ _ ) ) )
level at each iteration stage under the fixed-step power controf 0llowing the same lines of reasoning, the mobiles which
algorithm is upper bounded by a constant which depends on @f&ieve the maximum valug(n) cannot decrease their power
gain matrix and the initial power vector. at the next iteration because
Proof: Let P be the initial power vector?” differs N .
! _ _ i ™ < ryP)
from P; by a multiple of6(1B) dB, i.e., P>
<5ty
R(O) — Béa(i,o) (26)
For other mobiles, we have
wherea(i,0) is an integer. In general, we definéi, n) by
. —a(i,n+1) < —a(i,n)+1 < K(n) (38)
R(ﬂ) — B&a(z,n)' (27)
. . ) ) Therefore k(n) is a nonincreasing sequence. For every mobile
Note thata(¢,n) is an integer an¢h(i,n + 1) — a(i,n)| < 1. i we have

Now, define
() . P g—k(0)
K(n) = max{a(i,n), 0}. (28) Pz he (39)
]
For mobile: wherea(i,n) = K(n), we have
P APPENDIX B
i =~ (29) . . .
¢ 1L;(P) In our power control algorithm, we introduce a probabilistic

P.sEm) element,q < 1, which governs the decrement of the power
> (30) levels. In this Appendix, we cosntruct an example which shows
( ) the instability of the algorithm wheq = 1.
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TABLE | [8] D. Mitra, “An asynchronous distributed algorithm for power control in
AN EXAMPLE: POWER ITERATIONS AND cellular radio systems,” presented at the Proc. 4th WINLAB Workshop
THE CORRESPONDINGSIR 3rd Gen. Wireless Inform. Net, 1993.
[9] R.W. Nettleton and H. Alavi, “Power control for a spread spectrum radio
: system,” inProc. VTG 1983, pp. 242—-246.
lteration | P P Py Pu| Th T Ts T4 [10] C. W. Sung and W. S. Wong, “The convergence of an asynchronous
n 4 6 4 6 ] 1.33 3 2 2 cooperative algorithm for distributed power control in cellular systems,”
IEEE Trans. Veh. Technolol. 48, pp. 563-570, Mar. 1999.
ntl 6 4 4 6 2 2 1.33 3 [11] ——, “A distributed fixed-step power control algorithm with quantiza-
n+ 2 6 4 6 4 3 133 2 tion and active link quality protection/EEE Trans. Veh. Technokol.
n+3 4 6 6 4 9 9 1.33 48, pp. 553-562, Mar. 1999.
[12] S. Ulukus and R. D. Yates, “Adaptive power control with MMSE mul-
n+4 4 6 4 6133 3 2 2 tiuser detectors,” ifProc. ICG, 1997, pp. 361-365.
[13] K. H. Lam and W. S. Wong, “Distributed power balancing in cellular

systems using limited control-data flow2EE Trans. Veh. Technoliol.

46, pp. 247-252, Feb. 1997.

R. D. Yates, “A framework for uplink power control in cellular radio
systems,'|EEE J. Select. Communol. 13, pp. 1341-1348, Sept. 1995.
R. D. Yates and C. Y. Huang, “Integrated power control and base sta-
tion assignment,lEEE Trans. Veh. Technolol. 44, pp. 638-644, Aug.
1995.

J. Zander, “Performance of optimum transmitter power control in cel-
lular radio systems,JEEE Trans. Veh. Technolkol. 41, pp. 57-62, Feb.
1992.

——, “Distributed cochannel interference control in cellular radio sys-
tems,”IEEE Trans. Veh. Technolol. 41, pp. 305-311, Aug. 1992.

We assume that there are four mobiles. The link gain matrixi4]
G is given by the following. Note that it is highly asymmetric 1)

4oy 1o

(17]

Assume that the step sizg,is equal to 1.5 (linear scale) and
~; is equal to 2.1 (linear scale) for= 1,2, 3 and4. Hence, all
the mobiles have a common lower threshaldwhich equals
6Ly, or 1.4. The noise termy;, is assumed very small and is
neglected in our calculations.

Assume that the power control algorithm has iterated a cert:
number of times and at the-th iteration, the upper threshold,
/Ji("), is equal to2.1 for i = 1,2,3, and4. The power vector,
P, is[4646]. n(

It is easy to see that when the power level of the mobiles & i
all equal, sayP = [4444], the SIR of all users are equal to 2,
which fall within the target region. However, we will show that
in this example, the power vector does not converge.

The iterative procedure is shown in Table I. It can be checkg
that the upper threshold of each usér, remains unchanged
from iterationn to n + 4. The power vectoP(™ | is the same
asP*% Hence, the whole system repeats. In this exampks
the power vector does not converge and is trapped in the cya.
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