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Power Control and Rate Management for Wireless
Multimedia CDMA Systems

Chi Wan Sung, Member, IEEE,and Wing Shing Wong, Senior Member, IEEE

Abstract—We consider a wireless multimedia code-division
multiple-access system, in which the terminals transmit at
different rates. We formulate the problem as a constrained
optimization problem, with the objective of maximizing the total
effective rate. An optimal power control strategy is derived. When
the scale of the system is large, the optimal solution takes a simple
form, which is easy to be applied practically. Furthermore, our
basic model can be extended to include delay-sensitive traffic.

Index Terms—Multimedia CDMA, multirate CDMA, power
control.

I. INTRODUCTION

SPEECH transmission is the main service supported by the
first two generations of mobile communication systems.

However, future systems should be able to handle a wide va-
riety of different services with bit rate requirement ranging from
a few kilobits/s to as much as 2 Mb/s. In this paper, we con-
sider using code-division multiple access (CDMA) as the ac-
cess method. There are many ways to design a CDMA system
to support multirate services [8]. One way to do so is to spread
all signals, independent of the bit rate, to the same bandwidth
[1], [5]. This is done by keeping the chip rate constant. Users
transmitting at low bit rate thus have a high processing gain.
This allows those users to transmit at a lower power. Therefore,
the conventional constant received power scheme is not appro-
priate in such a multirate system. A more sophisticated power
control scheme is needed to achieve diverse quality of service
(QoS) and rate requirement. One objective of this paper is to
explore the relationship between the data rate, the QoS, and the
transmit power.

In the literature, the power control problem is usually formu-
lated as an optimization problem which minimizes the transmit
power subject to minimum signal-to-interference (SIR) require-
ment [3], [15], [16], [21]. This approach is very suitable for
handling voice traffic. For some other multimedia applications,
however, different objectives may be more appropriate. Thus,
different power control schemes have been proposed. For in-
stance, in [20], schemes based on the equal signal strength rule
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and the equal error probability rule are used. The objective is to
guarantee the minimum required voice quality and reserve the
highest possible system capacity to data users. However, their
approach considers only two traffic types and has no natural
generalization to multimedia traffic. In [22], the power levels
are obtained via dynamic programming. In [19], linear program-
ming and nonlinear programming are used. Since a lot of com-
putation is needed in those approaches, it may not be suitable
to apply them to a practical system, in which the power levels
must be obtained in real time so as to adapt to the changing envi-
ronment and traffic load. In [5], simple rules based on heuristic
reasoning are given. A power control algorithm for heteroge-
neous sources is proposed in [7].

While most of the existing work in this area has been done
with respect to a specific transmitter and receiver structure,
an information theoretic treatment which characterizes the
capacity region of a multiaccess fading channel can be found
in [17]. The optimal resource allocation scheme which attains
the points on the boundary of the capacity region was obtained.
However, the resource allocation scheme is very difficult to
implement practically. For instance, for equal-rate sources, the
optimal scheme allows only one user to access the channel at
any given time. The one with the largest instantaneous link gain
can transmit while others should remain silent. This is difficult
to achieve, especially if the number of users is large and the
channel changes rapidly. In our work, we take a different
approach. We ask the following question: how should we set
the SIR for delay tolerant sources? Such sources can potentially
benefit from coding, which is obtained at the cost of delay. We
assume that the various sources differ only in their data rates.
Our goal is to maximize the sum of effective rate of all the
sources. Once the optimal SIR values have been determined,
distributed power control algorithms such as those proposed in
[3] and [15] can be used to maintain the target SIR even in a
fading channel.

The main theme of this paper is to find an efficient way to al-
locate resources for delay-tolerant sources. However, our model
can be easily extended to include delay-sensitive sources such
as voice and video. For these sources, we assume that a desired
SIR must be met [3], [15], [21]. We show that the coexistence of
delay-tolerant and delay-sensitive sources in a system has no ef-
fect on our main result as the problem can be easily decoupled.
An information-theoretic treatment on delay-sensitive sources
can be found in [4].

This paper is organized as follows. In Section II, the system
model is described and the problem is formulated. The power
control scheme is derived in Section III. Application to a large-
scale system is considered in Section IV. An extension to the
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basic model is given in Section V. In Section VI, we present a
numerical study. Conclusion will be made in the last section.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a single-cell CDMA system. We let be the
number of terminals in the system. In general, the data rate of
each terminal can be different. We denote the raw data rate of
terminal by . To support multirate services, we consider a
variable spreading gain CDMA system. In such a system, the
chip rate of each terminal is the same. Thus, the signals of all
users are spread to the same bandwidth. Since each terminal
has different transmission rate, the spreading gain is different for
each of them. In this paper, we consider the uplink channel only.
In mobile communications, the propagation loss is due to effects
including distance loss and shadow fading. These effects are
captured by the link gains. We use the notationto represent
the link gain between terminaland the base station. We let

be the receiver noise power and be the transmit power of
terminal . Thus, the SIR can be written as

(1)

(2)

where is the power of terminalreceived at the base
station. We define as the highest rate in bits per channel use at
which information can be sent with arbitrarily low probability
of error. In information theoretic terminology,is the capacity
of a discrete-time channel. In digital communications, it is well
known that the raw bit-error rate (BER) is a function of
[10]. We assume that is also a function of , which can
be related to the SIR by the following formula [6]:

(3)

In our model, terminal uses the channel times per unit
time. Thus, the information rate through the channel is given by

(4)

We call it theeffective data rateof user . The total effective rate
of all the data terminals is simply the sum of them

(5)

Our objective is to maximize by determining an op-
timal power vector . Since the SIR
depends only on the received power vector, we can treat

as the independent variables.
For illustration, we consider the following model. We assume

a binary symmetric channel (BSC) for each user. The crossover
probability is denoted by. The channel capacity is given by [2]

(6)

The crossover probability is a function of . The ex-
plicit form depends on the modulation scheme. We use the bi-
nary phase-shift keying (BPSK) and the differential phase-shift
keying (DPSK) as examples. Hence, the function can be
expressed as follows:

(7)

where

erfc for BPSK

for DPSK.
(8)

Our results derived in this paper do not necessarily confine to
this particular model. It can be applied to other models as long
where satisfies certain conditions. Before we describe the
conditions, we first introduce the notion.

For a function , we define as the property that
there exists such that

for

for

for .

Now we describe the following conditions imposed on .

1) is continuous.
2) and .
3) , for some finite constant

.
4) For any , the first three derivatives of exists

and the third derivative is continuous.
5) , for some constants

and where .
6) Either or .
7) .
8) Define . We have for some

.
Totally there are eight conditions, which may look clumsy

at first sight. However, these conditions are not too restrictive.
Condition 1 requires the input alphabet of the channel to be
binary such that at most one bit can pass through reliably per
channel use. Conditions 2 and 3 requireto be an increasing
function of and when becomes extremely large,
every bit can pass through the channel reliably. Conditions 4
and 5 are mild conditions which are satisfied by many functions
arising in engineering applications. Thus, what matter most are
the last three conditions. Condition 6 requiresto be either con-
cave, or convex for small and concave for large. Condition
7 is another way of saying that . Condition
8 is equivalent to . Conditions 3 and 8
together imply that for .

In Figs. 1 and 2, we plot and its derivatives for the BSC
model with BPSK and DPSK modulation, respectively. The for-
mulas of the derivatives are stated in Appendixs A and B for
references. From the figures, it can be seen that satisfies
the required conditions in both cases. Note that in the BPSK
case, for all ,while in the DPSK case, we have

where . Condition 8 is also satisfied
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Fig. 1. f(x) and its derivatives for BSC channel with BPSK modulation.

for both modulation scheme. The value of is equal to 2.154
and 2.835 for BPSK and DPSK, respectively.

These two explicit forms of will be used in our numer-
ical sections. However, our analytical result only requires
to satisfy the required conditions. It can be verified that some
common functions such as and also
satisfy the conditions.

III. POWER CONTROL SCHEME

In our model, the effect of receiver noiseis included. If
, it is easy to see that scaling up any power vectorwill

improve the SIR of all users. As a result, no optimal solution
can be found. In practice, however, dynamic range limitations
at the base station receiver require that the total received power
be limited [13], [18]. A rule of thumb adopted by [13] and [18]
is to restrict the total received power to within 10 dB above the
background noise level. Therefore, we impose the following
equality constraint:

(9)

To simplify the computational complexity of the problem, we
employ the following coordinate transformation:

(10)

Fig. 2. f(x) and its derivatives for BSC channel with DPSK modulation.

(11)

(12)

There is a one-to-one mapping between nonnegativeand .
The constant received power constraint becomes

(13)

To solve our problem, we use the method ofLagrange multi-
plier. We define the Lagrangian

(14)

where is a constant.
In order for to attain an extremum, the following

equations must be satisfied:

for (15)

(16)
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This system of equations enables us to solve for the
unknowns and . We call (15) thekey

equation. It can also be expressed as follows:

(17)

where , and

(18)

If a solution exists, we denote it by . The corresponding
value of is denoted by .

The nature of the stationary point is governed by the second
derivative

(19)

and

(20)

Due to (20), the sufficient condition for the stationary point
to be a local maximum becomes [11]

for (21)

and for it to be a local minimum, the sufficient condition is

for (22)

If we substitute (15) into (19), we have

(23)

(24)

(25)

where

(26)

is obtained by differentiating .
This equation will be used in sequel to determine whether a

stationary point yields a maximum or a minimum.
Now we come to the point to show the existence of. If

it exists and attains a global maximum, then the optimality can
be achieved by allowing all users to transmit simultaneously.
We call such a solution aharmonious schedule. Otherwise, if
the solution precludes some users from transmitting, we call it
a dominated schedule. We summarize our results in a series of
lemmas, theorems and corollaries.

Lemma 1: Given any where , if is
large enough, then for all, there exists a unique at which

and

Furthermore, is a strictly decreasing function of, and we
have .

Proof: By Lemma 3, which is shown in Appendix B, for
sufficiently large , if for all , we have
for all and all . Otherwise, if , then we
have , where for all .

In the first case where does not exist, we define for
all . Then in both cases, is a strictly decreasing function
of for .

It is easy to see that

(27)

for all .
Condition 7 implies that

(28)

Hence, given any where , we can find
an unique such that

(29)

Furthermore, is a strictly decreasing function of.
If , assume that there exists such that

(30)

By (25) and the property that , we have

(31)

(32)

Thus, the claim follows.
Lemma 2: If is large enough, has a unique extremum

at , where for all . Furthermore, it is a local max-
imum.

Proof: We have already shown that
for all . However, we need to ensure that the constraint

(33)

is met.
If the above summation is greater than, then we decrease
. The effect is that will increase and in turn will also

increase. If , then and .
Hence, there exists a such that the constraint is satisfied.
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Now we consider the second case. If the summation is less
than , we may not have a solution. Suppose we increase.
The value of , which is defined in the Proof of Lemma 1, may
change, but the strictly decreasing property remains the same.
Assume that we increase proportionally such that

. Then is the root of . Due to the
increase in , the curve will move down. As a result,

will decrease. Thus, when , .
In other words, we have

(34)

Hence, if is sufficiently large, we must have

(35)

Then we can decrease until the equality constraint is met.
Note that in , the stationary point is

unique. By Lemma 1, it attains a local maximum.
Now we consider the case where for some . If there is

another stationary point in , there must
be some . Therefore, we have

(36)

Due to the equality constraint, it is impossible that for
all . Therefore, does not yield a local minimum. It can only
yield a saddle point. Hence, possesses only one extremum
and the claim follows.

Finally, we show that this local maximum is in fact a global
maximum.

Theorem 1: For the multirate power control problem with
users, if the bandwidth is large enough, then the capacity opti-
mization problem has a harmonious solution at which a strong1

global maximum can be attained.
Proof: By Lemma 2, has only one extremum. Hence

the global maximum can be attained either at the boundary or at
. At the boundary, we have for some . By condition

2, the total effective rate is bounded by

(37)

given that is a point at the boundary.
If is greater than the upper bound shown above, it

possesses a global maximum at. If not, we let
and keep constant. Suppose now we increase. The local
maximum changes accordingly, and we still denote it by.
Since is fixed and , will increase. When

, we have . Thus, by condition 2,
. Since , attains a strong global

maximum at .
A stationary harmonious solution does not necessarily yield

a maximum. If is very small, the harmonious solution may

1A function f attains astrong global maximumatx if f(x ) > f(x) for
all x 6= x [9].

yield a global minimum. Thus, we have a dominated schedule.
We state our result in Theorem 2. The proof is similar to that of
Theorem 1 and can be found in [14].

Theorem 2: For the multirate power control problem with
users, if the bandwidth is small enough, then the capacity opti-
mization problem has a harmonious solution at which a strong
global minimum can be attained.

IV. L ARGE-SCALE SYSTEMS

In this section, we consider two asymptotic cases. We first
consider the case when the bandwidth is large. In the second
case, the number of users and the bandwidth are both large. Our
observations are summarized as follows.

Observation 1: If the bandwidth is large, then the optimal
solution is close to the “proportional” solution

where is a constant.
As mentioned in the proof of Theorem 1, whenincreases,

the curve will move down. Asymptotically, when
, for all . Hence, for large , the stationary

point can be obtained by solving

(38)

In other words, is approximately constant for all. It fol-
lows that is approximately proportional to . Since for suf-
ficiently large , for all , the “propor-
tional” solution yields a global maximum.

Observation 2: If the number of users and the bandwidth are
both large, then the “proportional” solution yields a stationary
point.

1) If for all , it yields a global maximum.
2) If , it yields a global maximum provided

that

and it yields a global minimum provided that

In the above discussion, we have observed that the “propor-
tional” solution yields a stationary point. This result is indepen-
dent of . However, if , we have for all . Thus,

is not necessarily greater than. Hence, the point may not
yield a maximum.

If is large, we have . We further assume that
. Then, we have the following approximation:

(39)



1220 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 49, NO. 7, JULY 2001

Hence, the “proportional” solution can be expressed as

(40)

where is a constant.
Substituting it back to (39), we obtain

(41)

Thus, we have

(42)

If for all , then when is large, becomes
concave and must yield a global maximum.

However, if we have , may not yield a max-
imum. When , by Lemma 3, for all . Hence,
if for all , a local maximum is attained at . Fol-
lowing the same line of reasoning as in the proof of Theorem 1,
a global maximum is attained at if

(43)

Similarly, if we have , then a global minimum
is attained at if

(44)

In a large-scale system, our power control rule has a rather
simple form. The SIR target of each mobile terminal can simply
be set proportional to its transmission rate. This avoids a large
amount of computations. Though this “proportional” solution
makes it very simple to apply in practice, it is worth noting that
some kinds of admission control is needed to ensure that the
ratio is large enough.

V. QoS CONSIDERATION

In our previous discussion, we derive the optimal SIR allo-
cation scheme. We show that a globally optimal, harmonious
solution exists provided that the bandwidth is large enough. A
harmonious schedule assigns a strictly positiveto mobile .
Thus, in principle, every mobile is allowed to transmit its data
simultaneously. In practice, however, too small an SIR of a link
renders communication impossible. It is necessary to guarantee
a minimum rate for each mobile by imposing an SIR constraint

(45)

for .

A necessary and sufficient condition for the feasibility of the
problem is that

(46)

We assume that proper admission control is exercised such
that (46) is satisfied. Then the following procedure can be ap-
plied to determine the optimal SIR vector.

1) Initialization: Let and .
2) Compute for by solving the following equa-

tions:

for all (47)

(48)

3) If for all , exit.
4) For each , if ,

let ;
let ;
remove from .

5) Go to 2.

This procedure ensures that the minimum SIR requirement
of each user is satisfied. If it is possible, some users will be as-
signed a higher SIR than is required. For those users, the assign-
ment is essentially the “proportional solution.”

VI. EXTENSION TO THEBASIC MODEL

In our model, there is no delay constraint for the termi-
nals. However, in a multimedia system, some terminals may
require services which are delay-sensitive. For example, the
traditional voice terminals cannot tolerate a large delay. Thus,
it is appropriate to divide the multimedia terminals into two
different classes. Class 1 terminals refer to those which can
tolerate a large delay. Class 2 terminals refer to those which
require real-time delivery. Our results in the previous sections
are applicable to class 1 terminals. Now we extend our model
to include the class 2 terminals. We will show that the problem
can be decoupled and our previous results still hold.

We consider class 2 terminals first. We assume that each class
2 terminal has a QoS requirement which is given in terms of
BER. It is well known that there is a strong relationship between
the BER and the SIR. So we assume that the BER requirement
can be translated into an SIR requirement. As a result, for class
2 terminals, we have the following constraints:

(49)

where is the SIR of terminal and is its SIR require-
ment. We use the superscript (2) to indicate that the quantity
refers to a class 2 terminal. Without the superscript, the quan-
tity refers to a class 1 terminal.
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Note that the SIR of class 2 terminal, , is given by

(50)

where , as before, is the total received power of class 1 ter-
minals.

Our previous model remains unchanged except that the SIR
of class 1 terminals is changed from (2) to the following:

(51)

where is the total received power of class 2 terminals. Our
objective is to find feasible received power vectorsand ,
such that the effective data rate of class 1 terminalsis max-
imized, under the constraint given by (49).

We have the following observation about the optimal solution.
The results are similar to that derived in [12]. In their work, only
the class 2 traffic is considered. Our model, however, includes
two classes of traffic.

Assume that at the optimal solution, theth constraint is a
strict inequality

(52)

Then we can decrease without violating the constraint.
As a result, the SIR of all class 1 terminals increase, which leads
to an increase in the total effective data rate,.

Therefore, at the optimal solution, the constraints given in
(49) are all met with equality. It means that all the class 2 termi-
nals sustains the minimum acceptable QoS. Thus, we have the
following system of linear equations:

for

(53)

By solving these equations, we obtain the optimal solution
for class 2 terminals

(54)

for .
We define thetraffic loadof class 2 terminal, , as follows:

(55)

Let be thetotal traffic loadof class 2 terminals

(56)

Then we have

(57)

and

(58)

From the positivity of the power vector and (54), the
following condition imposes a capacity constraint on the class
2 traffic:

(59)

If there is only one medium within class 2, i.e., for
all and , then the power control scheme for class 2 terminals
reduces to the conventional constant received power method.

Now the optimal power vector of class 2 terminals has been
determined. Substituting (58) into (51), we have

(60)

Equation (60) has the same form as (2). Thus, our results
derived in the previous sections remain the same. The existence
of class 2 terminals has no effect on the power control strategy
for class 1 terminals.

Consider the of the class 1 terminals

(61)

(62)

(63)

(64)

If the number of class 1 terminals,, is large, then
. Thus, we have

(65)

Note that the of each class 1 terminal in the system
is approximately the same as another system which consists of
solely class 1 terminals and has bandwidth . In other
words, the existence of class 2 traffic in effect reduces the band-
width for class 1 traffic by a factor of .

VII. N UMERICAL STUDIES

We have already shown that the problem consisting of two
classes of traffic can be decoupled. Therefore, in this section,
we consider only class 1 terminals.

We consider a single-cell system which has three active users.
The channel is assumed to be a BSC. BPSK and DPSK will
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Fig. 3. BPSK modulation,R = 64 kb/s for alli, 3 cases (W = 0:5R; 1:5R

and4:5R).

be used as the modulation schemes. Receiver noise is assumed
negligible.

First of all, we assume that the three terminals transmit at the
same rate , where kb/s. For BPSK modulation, we
consider three cases: and . By symmetry,
the stationary point must be located at for all . From
Fig. 3, it can be seen that changes from a
minimum to a maximum as increases. Since is known in
advance, by (75) and (76), it is easy to find that the extremum
attained at changes from a minimum to a maximum when

exceeds 1.456.
Similarly, we plot the result for DPSK in Fig. 4. We consider

the cases where and . Again, the stationary
point changes from a minimum to a maximum asincreases.
By (80) and (81), it can be found that the extremum attained at

changes from a minimum to a maximum when exceeds
2.961.

Next, we investigate the case where the three mobile termi-
nals transmit at different rates. We assume that kb/s,

kb/s, and kb/s. possesses either a global

Fig. 4. DPSK modulation,R = 64 kb/s for all i, 3 cases (W = 1:5R; 3R

and6R).

minimum or a global maximum depending whetheris small
or large. Graphs similar to Figs. 3 and 4 have been obtained and
can be found in [14]. In Tables I and II, we show the ratio
for different values of using BPSK and DPSK, respectively.
When increases, the ratio for different users become closer
and closer to each other. This result validates that in Observa-
tion 1.

Finally, we perform a numerical experiment to verify Obser-
vation 2. We consider a system where there are 250 terminals. A
BSC model with DPSK modulation is assumed. We let 10 kb/s
be the basic data rate. Except for terminal 1 and terminal 2, we
assume that all the terminals transmit at the basic rate. Terminal
1 is assumed to transmit at a rate basic rate kb/s.
Terminal 2 is assumed to transmit at a rate basic rate

kb/s. Since there are 250 users in the system, this is a 250-di-
mensional optimization problem. In this study, we investigate
the effect of power control on the first two users only. The re-
ceived power of all other users are normalized to one. Receiver
noise is assumed negligible. The graphs showing the total effec-
tive rate against the received power of users 1 and 2 for ,
, and Mb/s are plotted in Figs. 5–7, respectively.
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TABLE I
BPSK MODULATION: RATIO � =R FOR DIFFERENTVALUES OFW

TABLE II
DPSK MODULATION: RATIO � =R FOR DIFFERENTVALUES OFW

Fig. 5. Effect of power control on two users out of 250 (W = 1 Mb/s).

For BSC model with DPSK modulation, . Ac-
cording to Observation 2, the “proportional” solution yields a
global maximum if

(66)

In this example, = 2.54 Mb/s. Thus, the above condi-
tion becomes

MHz (67)

Observation 2 also implies that the “proportional” solution
yields a global minimum if

MHz (68)

In this example, the “proportional” solution is
equal to (4, 2). It can be seen that this is a stationary point in
all the three cases. In Fig. 5, is smaller than 2.11 MHz. The
“proportional” solution yields a global minimum. In the second
case, is equal to 3 MHz. It yields a local maximum but

Fig. 6. Effect of power control on two users out of 250 (W = 3 Mb/s).

Fig. 7. Effect of power control on two users out of 250 (W = 5 Mb/s).

is not large enough and the global maximum is attained at the
boundary. In the third case, , being equal to 5 MHz, is large
enough such that the solution yields a global maximum. Our
result agrees with Observation 2.

The same experiment have been performed using BSC model
with BPSK modulation. Since is always negative if BPSK
is used, the “proportional” solution always yields a global max-
imum. For conciseness, we omit the graphs here.

VIII. C ONCLUSION

In this paper, we have addressed issues in designing a mul-
timedia CDMA network. In a multimedia system, different ter-
minals have different QoS requirement and different resource
constraints. For instance, data terminals and voice terminals re-
quire very different objective functions. To handle this problem,
we divide them into two classes. One is delay-tolerable and the
other is delay-sensitive. For delay-tolerable ones, we formulate
the problem as a constrained optimization problem, with the ob-
jective of maximizing the total effective rate. An optimal power
control strategy has been derived. When the bandwidth is large,
the power control rule takes a very simple form, that is, the re-
ceived SIR being proportional to the transmission rate. Hence,
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the rule can be easily put into practice. By specifying the target
SIR, distributed power control algorithms such as that proposed
in [15] can be used.

For a multimedia system which contains also delay-sensitive
terminals, the nature of the problem remains unchanged. We
show that the existence of the delay-sensitive terminals in effect
reduces the bandwidth for the class of delay-tolerable terminals
by a factor of .

Our results are independent of the modulation/coding scheme
and the channel characteristics. Thus, the power control strategy
can be applied to many different situations. In our model, a
single cell is considered and intercell interference is ignored.
Future work may include extending the results to the multicell
situation.

APPENDIX A
DERIVATIVES OF FOR BSCWITH BPSK AND DPSK

MODULATION SCHEMES

Assume a BSC. The and its first two derivatives are
given as follows:

(69)

(70)

(71)

where is the BER.
For BPSK, we have the following results:

erfc (72)

(73)

(74)

(75)

(76)

For DPSK, we have the following results:

(77)

(78)

(79)

(80)

(81)

APPENDIX B
ADDITIONAL LEMMA

Lemma 3: Let

where is a constant.
Suppose for all . For sufficiently large , we have

If , we have

where . Furthermore, when .
Proof: Let

(82)

and

(83)

Note that we have

(84)

and by condition 8, .
By condition 3, is bounded. If for any ,

it is obvious that for a sufficiently large, for any
.

Now we consider the alternative . It implies that
. Since , we must have

.
It is clear that

(85)

and

(86)

It remains to determine the sign of for .
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Note that . Let

(87)

where .
Since is continuous (condition 4), there exists

such that

(88)

Since is continuous (condition 4), it must be bounded
in a closed region. Hence, we have

(89)

for some .
Define and as follows:

(90)

(91)

(92)

Note that all of them are positive.
Consider the value of .

(93)

(94)

(95)

Next we consider .

(96)

(97)

where the first inequality follows from the fact that
and .
For any , we have

(98)

(99)

(100)

(101)

Therefore, is strictly decreasing in and there
exists such that

(102)

Moreover, for , if

(103)

then .
Hence, we have proved , where .

When , we have . Thus,
when .
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