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Abstract

Recently there has been a lot of success in using the linear deterministic model (Avestimehr-Diggavi-Tse, 2011) to provide approximate characterization of Gaussian network capacity. This talk discusses the possibility of using the linear deterministic model to find approximate optimal input/auxiliary distributions for Gaussian networks. The viability of this approach is demonstrated via Gaussian channels with state and interference. A folklore in network information theory says that "Gaussian networks have Gaussian optimal solutions". Interestingly, however, the approximately optimal distributions obtained via this approach are not necessarily Gaussian.
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