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Abstract

In this talk I will highlight a new challenge that is emerging with the rise of machine learning. I will describe recent progress we made introducing a gap between wanted and unwanted machine classifications. We started with a specific type of machine learning and data: text processing. We have developed a mechanism that perturbs text into differentially private, synthetic term frequency vectors. These synthetic term frequency vectors allow to make innocuous text classifications, e.g., in which newsgroup a text has likely been posted, but not privacy-invasive inferences, e.g., who was the author of that text. This work has been presented at the ACM SIGIR 2018 conference.
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