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Abstract
Many problems in communications, machine learning, and other fields require the (weighted) counting of objects. For example, the information rate of a communication channel is related to counting the number of sequences that can be distinguished at the receiver, the computation of certain kernels in machine learning is related to computing weighted sums, etc. Moreover, because of real-time or other constraints, many of these applications require fast counting methods, even if these methods count only approximately.

In this talk, we explore the use of loopy belief propagation (LBP) for fast approximate counting. In particular, we focus on the use of LBP for estimating the sum of perfect matchings in a weighted complete bipartite graph, a setup that subsumes many interesting counting problems. Common wisdom would suggest that LBP does not work well in this context because the underlying graph is dense and has many short cycles. However, it turns out that LBP gives a very valuable estimate for this counting problem.

We discuss why this is the case by presenting an LBP analysis technique that gives a combinatorial characterization of the LBP-based estimate. On the one hand, this combinatorial characterization gives insights why the LBP-based estimate is useful; on the other hand, it shows why the LBP-based estimate usually differs from the correct value. This generally applicable LBP analysis technique allows one to understand why LBP works so well for some counting problems, yet also has some limitations when dealing with other counting problems.

At the end, we will contemplate the use of the above LBP-based estimates in the context of pattern maximum likelihood distribution estimation, the computation of certain two-dimensional data storage capacities, for the analysis of pseudocodewords, and for kernel-based techniques in machine learning.

(The talk is planned to be accessible to an audience with a general background in communications and/or machine learning.)
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