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Abstract— There has been an increasing interest in deploying Wireless Mesh Networks (WMNs) for communication 
and video surveillance purposes thanks to its low cost and ease of deployment. It is well known that a major drawback 
of WMN is multi-hop bandwidth degradation, which is primarily caused by contention and radio interference. The use of 
mesh nodes with multiple radios and channels has been regarded as a straightforward solution to the problem in the 
research community. However, we demonstrate in this paper through real-world experiments that such an approach 
cannot resolve the multi-hop TCP throughput degradation problem in IEEE 802.11n mesh networks. With extensive 
experimentation, we verify that the degradation is principally caused by the increase in TCP Round Trip Time (RTT) 
when the number of hops increases. TCP throughput is fundamentally limited inversely by the RTT. We find that the 
multi-hop TCP throughput (up to five hops) when using 802.11n is no better than when using 802.11a, despite the much 
higher data rate 802.11n. We attempt to use multiple parallel TCP connections as a remedy to the problem, and it turns 
out that the wireless bandwidth can be fully utilized with a sufficient number of parallel streams. In general, our results 
give a key message that TCP tuning (e.g., setting the correct TCP buffers and use of parallel streams) is of paramount 
importance in high-bandwidth multi-hop wireless mesh networks that employ the latest wireless standards. These tuning 
techniques have to be implemented into commercial products to fully leverage the ever advancing wireless technologies 
to support the growing demand of multi-hop communications in wireless mesh networks.

Index Terms— Wireless Mesh Network; IEEE 802.11n; Multi-Radio Multi-Channel; Multi-hop TCP Throughput;
Bandwidth-delay Product.

——————————    —————————— 

I. INTRODUCTION

ireless Mesh Network (WMN) has been attracting 
a lot of attention from the research community 

and industry due to its low cost and readily deployable 
nature. There are also a wide range of deployments and 
applications of WMNs in the real world [1, 2] for video 
surveillance, voice communications and localization 
services. 

However, the multi-hop nature of WMN is 
vulnerable to bandwidth degradation [3 – 5]. This is 
primarily due to contention or half-duplex 
communication in single-radio networks. Since a node 
with a single wireless interface cannot transmit and 
receive packets at the same time, it must first receive and 
then transmit in order to relay a packet. Assume the same 
data rate for every link, the channel time required to 
relay a packet is thus at least twice the amount of time 
for sending a packet directly from the source to the 

destination. Moreover, the carrier-sensing mechanism in 
802.11 MAC may prevent simultaneous transmissions on 
the same channel, and radio interference (or collision) 
may occur when the carrier sensing fails to prevent 
interfering links from transmitting simultaneously. These 
will all affect the multi-hop throughput performance of 
WMNs. 

A number of previous works have proposed the use 
of multiple radios and channels in wireless mesh 
networks [6 – 8]. With multiple radios (or wireless 
interfaces), a node can receive and transmit at the same 
time on non-overlapping orthogonal channels, and full-
duplex communication can then be achieved. The 
theoretical capacity bounds of multi-radio WMNs were 
investigated in [9, 10]. Furthermore, with subtle channel 
allocation, orthogonal channels are assigned to mesh 
nodes with respect to the network topology to prevent 
radio interference and allow simultaneous transmissions 
in the network without any collisions. There are various 
proposals on channel assignment for multi-radio WMNs 
to maximize the network capacity [11 – 14]. For 
instance, [11] presents a joint channel assignment and 
routing scheme for maximizing the capacity subject to 
fairness constraints, and [12] proposes distributed and 
centralized load-aware channel assignment algorithms 
that make dynamic decisions on a per-flow basis. Hence,
the Multi-Radio Multi-Channel (MRMC) approach is a 
well-accepted solution in the research community to the 
multi-hop throughput degradation problem, and a
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number of network planning and communication 
algorithms were proposed based on the multi-radio 
architecture in the literature. However, our experimental 
results indicate that it is not the case for TCP connections 
in 802.11n WMNs. For instance, we found through real-
life experiments that the multi-hop TCP throughput 
degrades for more than 70% after traversing five hops 
over an 802.11n mesh network even under some nearly 
perfect conditions.

The bandwidth-delay product [15] is a useful quantity 
for analyzing network performance. It represents the 
number of bytes necessary to fill a TCP path. This 
quantity also implies that the TCP throughput is limited 
inversely by the Round Trip Time (RTT) or delay of the 
communication path given the receiver advertised 
window size, RWIN (which represents the amount of 
data that the receiver can accept without acknowledging 
the sender), as follows: 

RWIN
TCP Throughput  .

RTT
                     (1) 

In this paper, we demonstrate through experimental 
results that using multiple radios and channels solely is 
not enough to improve the multi-hop TCP throughput in 
an 802.11n based WMN. We also verify through control 
experiments that the multi-hop TCP throughput drop in
MRMC 802.11n mesh networks is primarily due to the 
large RTT of multi-hop wireless communication path 
and the high bandwidth of 802.11n, resulting in a large 
bandwidth-delay product where protocol tuning or other 
remedies are required for achieving the peak throughput. 
This also explains why we found in our experiments that 
multi-hop (e.g., five-hop) TCP throughput of 802.11a is
similar or comparable to that of 802.11n. 

To illustrate how (1) limits the multi-hop TCP 
throughput of 802.11n, let us consider an example. 
Assume RWIN = 16 KB = 16,384 bytes and packet size 
of 1,500 bytes. Then, the RWIN = 16,384/1,500 ≈ 11
packets. We found from our experiment that the average 
measured TCP data rate of 802.11n is about 80 Mbps for 
a single-hop wireless link. Hence, the time needed to
transmit one packet at the first hop is 1,500*8/80 μs = 
0.15 ms. It will take 11*0.15 ms = 1.65 ms before the 
source transmits all the 11 packets in a TCP window. If 
at this time, the ACK for the first packet still has not 
returned from the destination that is multiple hops away,
then the TCP source will be idling, and the bandwidth at 
the first hop will be wasted. Hence, the RTT for the 
communication path must be smaller than 1.65 ms in 
order to have no bottleneck. According to our 
experiments, the RTT for a two-hop wireless path is 
more than 2 ms, and this is the reason why multi-hop 
TCP throughput for 802.11n degrades starting from the 
second hop (more about the results in Section III). On 
the other hand, for 802.11a, the average measured TCP 
data rate is only about 20 Mbps. Therefore, the critical 

RTT that limits the throughput is larger (1500*8*11/20
μs = 6.6 ms). For instance, the five-hop RTT for a 
wireless path is about 5 ms according to our experiments.
Thus, the TCP throughput for MRMC 802.11a can be 
maintained after traversing five hops in the network. 

As a quick remedy to the problem, we attempt to 
examine the aggregated throughput in a WMN with 
multiple simultaneously transmitting TCP streams. Our 
experimental results indicate that the use of multiple 
parallel TCP connections between the transmitter and 
receiver that are multiple hops away can better utilize the 
wireless bandwidth and boost the aggregated throughput.
Therefore, TCP tuning techniques such as the use of 
parallel streams and dynamic adjustment of the 
advertised window based on the measured behavior need 
to be enabled in commercial wireless networking 
products (e.g., via firmware upgrade to enable the 
window scaling option) in order to fulfill the stringent 
bandwidth requirement for various real-time applications 
of wireless mesh network nowadays. 

The rest of the paper is organized as follows. Section 
II describes the experimental setup. The experimental 
results and discussion of the potential causes of multi-
hop TCP throughput drop are presented in Section III. In 
Section IV, we attempt to use parallel TCP streams for 
the transmission and measure the network aggregated 
throughput. Section V discusses proposals and research 
efforts on the TCP protocol that should be implemented 
into future wireless commercial products. Finally, 
Section VI concludes the paper. 

II. EXPERIMENTAL SETUP

Figure 1. Experimenting with P2MT’s MeshRanger2-o mesh routers. 

Let us consider two experiments in Sections II and 
III. One is for measuring the multi-hop TCP throughput 
for 802.11n and 802.11a networks (up to five hops). The 
other one is a control experiment that replaces the 
wireless links gradually with wired links (up to three 
links wired) to demonstrate and verify that the large 
round-trip delay for wireless path is the key factor that 
limits the multi-hop TCP throughput performance.  
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Six mesh nodes are used in the experiments. The 
mesh nodes we used are the MeshRanger2-o mesh 
routers provided by P2 Mobile Technologies Limited 
[16] as shown in Fig. 1. Each of the MeshRanger2-o has 
two dual-band Wi-Fi radio interfaces, in which the 
Atheros AR7161 chipset is used as the interface 
controller, capable of operating in either the 2.4 GHz or 
5 GHz frequency bands. 

Figure 2. The alignment of the six mesh nodes and the 5 GHz channel 
assignment. 

The six mesh nodes are aligned in a chain topology 
(with uniform separation of 1.5 m) in an open indoor 
environment and operating in non-overlapping 5 GHz 
channels as illustrated in Fig. 2. Note that when the high 
throughput (HT) operation of 802.11n is enabled, a 40 
MHz-wide channel is used. So, the channel assignment 
needs to take this into account and needs to avoid 
channel overlapping and radio interference introduced by 
the “secondary” channel used in the HT operation. All of 
the nodes use a transmit power of 17 dBm (50 mW) and 
are equipped with two pairs of omni-directional antennas 
with a gain of 5 dBi. Note that the results for 802.11n 
with 20 MHz-wide channel and 802.11n with single 
antenna are not presented here, since we found that these 
scenarios also suffer from the same multi-hop throughput 
degradation problem as 802.11n with MIMO and HT 
operation, and we have verified that it is not the 802.11n 
features (such as the 40 MHz-wide channel and MIMO) 
that undermine the multi-hop throughput performance. 

Table 1. Summary of experimental parameters. 

Frequency band 5 GHz (Ch 36 – Ch 165)
# radios per node 2
Transmit power 17 dBm / 50 mW

Antenna gain 5 dBi omni-directional
TCP advertised window size 16 KB

UDP offered bandwidth 100 Mbps
Scenarios 11nMRMC 11aMRMC 11nSingle
Channel width 40 MHz 20 MHz 40 MHz
# hops 5 5 5
# channels 5 5 1 (Ch 149)
Normal single-hop 
TCP throughput

80 – 85
Mbps

20 – 25
Mbps

80 – 85
Mbps

We measure the multi-hop data rate for 802.11a and 
802.11n (with 40 MHz-wide channels used in the latter 
case) with RTS/CTS disabled. Specifically, the network 
tool, Iperf [17], is used to measure the TCP and UDP 
throughput for connections with different number of 
hops, and packets originating from node 1 are 
transmitted to other nodes in the linear network for the 
measurements. At the beginning of the experiments, the 
throughput for every wireless link is examined to ensure 
that it is working properly. For instance, we found that 
the normal single-hop TCP throughput for 802.11n is 

about 80 to 85 Mbps, while that for 802.11a is about 20 
to 25 Mbps. In the experiments, the TCP advertised
window size is set as 16 KB, while for UDP 
transmission, the offered UDP bandwidth is 100 Mbps.
The ping command is used to get a rough estimation of 
the RTT for communication paths. According to the 
experimental results in [18], TCP RTT is slightly smaller 
than ping RTT for paths destined to light-loaded host. 
For paths destined to high-loaded host, it depends on an 
expand coefficient which is the ratio of the mean RTT to 
the minimum RTT. If the coefficient is small (e.g., less 
than 20), TCP and Ping RTT are basically the same. 
Otherwise, TCP RTT appears to be a bit larger. The list
of experimental parameters is summarized in Table 1.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Multi-hop throughput results and potential factors 
that affect the multi-hop performance 

Figure 3. The TCP and UDP multi-hop throughput for 802.11n 
(MRMC), 802.11n (single channel), and 802.11a (MRMC). 

Fig. 3 plots the TCP and UDP multi-hop throughput 
for single-channel 802.11n (channel 149), Multi-Radio 
Multi-Channel (MRMC) 802.11n, and MRMC 802.11a. 
First of all, we can see from the figure that both the TCP 
and UDP throughput of single-channel 802.11n (green-
dotted lines) drop drastically when traversing the 
network, which is primarily due to radio interference and 
collision. For its TCP throughput, it is more than halved 
for every increase of hops. With the use of multiple 
radios and channels, the TCP and UDP throughput of 
802.11a, and the UDP throughput of 802.11n can be 
sustained over five hops (a fluctuation of less than 10% 
could be due to the processing of routing overheads or
variation of the wireless link quality and is considered to 
be normal). However, the TCP throughput of MRMC 
802.11n (blue-solid line) still drops significantly (over 
70%) after five hops. This result is disappointing, 
especially to researchers that propose the use of multiple 
radios and channels in wireless mesh networks for 
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boosting the overall network capacity. It is also 
surprising to note that the TCP throughput of 802.11a 
(red-dashed line) is almost equal to that of 802.11n after 
five hops.  

In general, there are several potential reasons to 
account for the multi-hop TCP throughput drop in 
MRMC 802.11n mesh network that are worth 
considering.  

1. Radio Interference and Clear Channel Assessment 
(CCA): First of all, if overlapping channels are 
assigned or channels are reused in the network, co-
channel interference and collision might occur.
Furthermore, the CCA mechanism in 802.11 
consists of Physical Carrier Sensing (PCS) and 
Energy Detection (ED) [19]. The former detects 
transmissions of similar systems, while the latter 
provide information about medium usage. If the 
receive power level exceeds the corresponding 
thresholds, PCS or ED will indicate a busy wireless 
medium and prevent the device from transmitting. 

2. Limited Computation Power of Mesh Points: The 
computation power of a mesh router is usually much 
lower than a personal computer. For instance, the 
CPU speed of the MeshRanger-2o is 680 MHz and 
the memory size is 128 MB. The limited 
computation power of mesh points might incur delay 
on handling the routing overheads in large-scale 
wireless mesh network. 

3. Cross-talk and Radio Leakage: According to [6],
due to the near-field effect, inter-radio board cross-
talk, radio leakage, and hardware imperfections, 
self-interference problem may arise when two radios 
are in close proximity to each other. Since we have 
two radio cards installed in every mesh point that 
operate simultaneously, and they are close to each 
other, inter-radio board cross-talk might happen and 
degrade the transmission performance.  

4. End-to-end Round-trip Delay: A large RTT is 
recorded for multi-hop wireless path in our 
experiments, which should be incurred by the MAC 
protocol of 802.11. The large round-trip delay 
results in a large bandwidth-delay product and 
restricts the TCP throughput performance as 
described by (1). 

First of all, it is obvious that 1 is not the key factor 
that limits the multi-hop throughput in our case, since we 
have already carefully assigned non-overlapping 
channels for the MRMC mesh network. The results for 
MRMC 802.11a (both TCP and UDP) and MRMC
802.11n (UDP only) also indicate that co-channel 
interference and the CCA mechanism are not affecting 
the data transmission in our set-up at all, otherwise, the 
multi-hop throughput cannot be sustained and will drop 

significantly as single-channel 802.11n does. In the 
following, we are going to validate with a control 
experiment that Factors 2 and 3 cannot be the primary 
reason that limits the multi-hop throughput performance 
either. As a result, 4 becomes the most possible answer 
for the phenomenon observed in our experiments. 

B. Control Experiment: Results and Discussion 

Figure 4. The control experiment with three wired links (at the 1st, 3rd,
and 5th hops). 

Let us move on to the control experiment. In this
experiment, the overall topology and configurations are 
the same as the previous one, except that wireless links 
are gradually replaced with wired links. We first wire the 
link between nodes 1 and 2 (the first hop), then the link 
between nodes 3 and 4 (the third hop), and finally the 
link between nodes 5 and 6 (the fifth hop) as illustrated 
in Fig. 4. After a link is wired, the wireless interfaces 
that establish the wireless link are disabled to eliminate
the possibility of inter-radio board cross-talk within any 
mesh nodes. The changes in multi-hop throughput and 
RTT are recorded.  

Fig. 5 shows the TCP and UDP throughput across 
multiple hops when the first hop (or link) is wired (the 
red dashed lines). We can see that the TCP throughput 
for the first hop is very high (at 243 Mbps) since nodes 1 
and 2 are connected with a wire. It then drops starting 
from the second hop when traversing through the 
wireless links. It is interesting to note that the line for the 
TCP wired case (red-dashed line) appears to lag behind 
the TCP wireless case (blue-solid line) by one hop. For 
instance, the two-hop TCP throughput for the wired case 
is similar to the single-hop TCP throughput for the 
wireless case (at about 80 – 85 Mbps). 

Figure 5. The TCP and UDP multi-hop throughput for 802.11n 
(MRMC) with all wireless hops and with the first hop wired. 
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Other than the data rate difference, wired and 
wireless links also differ in the RTT. Fig. 6 illustrates the 
differences in multi-hop RTT for the wireless and wired 
control experiments (with the first, third and fifth hops 
wired). We can see that the RTT for the wireless case 
increases almost linearly at a rate of about 1 ms/hop. For 
the wired case, there is only a slight increase in RTT at 
the first, third and fifth hops, which indicates that the 
RTT for wired links is much smaller than that for 
wireless links. Therefore, according to (1) again, with the 
RWIN fixed and the RTT increases linearly, the TCP 
throughput drops at a decreasing rate as shown in Fig. 3.

Figure 6. The ping RTT for multi-hop connections with all wireless 
hops and with three hops wired (at the 1st, 3rd, and 5th hops). 

The five-hop TCP and UDP throughput from nodes 1 
to 6 for the wireless, 1-hop wired, 2-hop wired, and 3-
hop wired scenarios are shown in Fig. 7. There is a small 
increment in the UDP throughput when the links are 
wired, it is because wired link is more stable and has less 
fluctuation than wireless link in general. Note that the 
UDP throughput is saturated at levels above 90 Mbps, so 
some minor fluctuation (e.g., between the 2 hops wired 
and 3 hops wired cases) could be due to some minor 
variations in the environment between different 
measurements. For the TCP throughput, it increases 
significantly with the number of links wired, and is 
improved by about three times when three hops are 
wired. According to Fig. 7, it again appears that the 
“effect” of introducing wired links to the multi-hop 
network is very similar to reducing the number of hops 
(or effectively reducing the RTT of the wireless path). 
For instance, the five-hop path from nodes 1 to 6 in Fig. 
4 has similar throughput performance as a two-hop 
wireless path. 

Let us consider the scenario in Fig. 4 with three links
wired (the first, third, and fifth hops) and revisit the 
potential reasons that account for the poor performance 
proposed in the previous subsection. If the key factor that 
affects the multi-hop throughput is Factor 2 (limited 
computation power of mesh points), then the wired 

control experiment should also suffer from throughput 
degradation, since both the wired and wireless cases 
require the processing of routing overheads. But it 
appears that it is not the case according to the result in 
Fig. 7. In addition, if Factor 3 (cross-talk and radio 
leakage) is the key factor, then the five-hop throughput 
for the three links wired scenario should be able to be 
maintained at around 80 Mbps (but not 60 Mbps as 
shown in Fig. 7). Since in that scenario, none of the mesh 
points has more than one radio card operating 
simultaneously, hence, the possibility of inter-radio 
board cross-talk within a mesh node is eliminated.  

Figure 7. The five-hop TCP and UDP throughput with all wireless 
hops, one hop wired (the 1st hop), two hops wired (the 1st and 3rd

hops), and three hops wired (the 1st, 3rd, and 5th hops). 

As a result, it appears that Factor 4 (end-to-end 
round-trip delay) is the most probable answer to account 
for the multi-hop TCP throughput degradation 
phenomenon. The latency (or increase in RTT) should be 
incurred by the MAC protocol of 802.11. The large RTT 
for multi-hop wireless path triggers spurious timeouts 
and retransmissions in TCP and hence leads to poor 
multi-hop performance.

Table 2 summarizes the multi-hop throughput and 
RTT results for the MRMC 802.11n network. Let us 
verify if the results match with the relationship given in 
(1). Assume that the two-hop TCP throughput is limited 
by (1), that is, RWIN/RTT = 58.5 Mbps. If this 
assumption is true, we should be able to predict the 
throughput for the remaining hops. For example, the 
estimated throughput for the third hop is 58.5*RTT(2-
hop)/RTT(3-hop) = (58.5*2.1)/2.98 = 41.2 Mbps. Our 
measurement is 43 Mbps, which is pretty close. By the 
same token, we can estimate the throughput for the 
fourth and fifth hops, which are (58.5*2.1)/3.97 = 30.9 
Mbps and (58.5*2.1)/5.01 = 24.5 Mbps respectively. 
Again, these predictions match well with our 
measurements (32.5 and 24.7 Mbps), which further 
confirms that the multi-hop TCP throughput degradation
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problem is due to the large RTT of wireless path, and the 
relationship between the throughput and RTT is 
described by (1). Furthermore, the phenomenon that the 
TCP throughput for 802.11a does not drop with the 
number of hops in our experiment can also be explained 
with (1). This is because the data rate of 802.11a (about 
20 Mbps) is much lower than that of 802.11n (about 80 
Mbps with two spatial streams), thus, 802.11a can 
sustain a much larger RTT until the TCP throughput is 
limited by (1) (as discussed in the second last paragraph 
of Section I). 
Table 2. The multi-hop TCP and UDP throughput and ping RTT for the 

MRMC 802.11n mesh network. 

# hops 1 2 3 4 5
UDP (Mbps) 97.0 96.8 93.6 91.4 86.9
TCP (Mbps) 82.6 58.5 43.0 32.5 24.7

RTT (ms) 1.19 2.10 2.98 3.97 5.01
Estimated 

TCP (Mbps)
N/A N/A 41.2 30.9 24.5

IV. AGGREGATED TCP THROUGHPUT 
MEASUREMENTS 

From the above results, we can conclude that the 
wireless bandwidth is not fully utilized because of the 
congestion control mechanism in TCP and the large 
round-trip delay of the wireless communication path. In 
this section, we study the aggregated TCP throughput in 
a wireless mesh network and examine if the approach of 
using multiple parallel TCP connections can serve as a 
simple and quick remedy to the multi-hop throughput 
degradation problem. 

A. Measurement of Aggregated TCP Throughput in a 
Wireless Mesh Network 

Figure 8. A butterfly-like wireless mesh network.

If the multi-hop bandwidth is limited by the TCP 
protocol, a wireless mesh network that supports many 
simultaneous TCP connections (each with small 

bandwidth requirements) should be achievable. As a 
whole, these connections may be able to utilize the 
wireless bandwidth more efficiently. Therefore, it would 
be interesting to study the aggregated TCP throughput in 
a wireless mesh network. 

Fig. 8 illustrates the butterfly-like 802.11n mesh 
network for the measurements, in which there are seven 
source nodes {S0, S1, …, S6}, seven destination nodes 
{D0, D1, …, D6}, and three relay nodes {R0, R1, R2}. 
Each node has at most two radios and is assigned with 
the 5 GHz channels specified in the figure. Packets are 
transmitted from the source node Sx to the destination 
node Dx via the three intermediate relay nodes. Hence, 
there are a maximum of seven four-hop TCP connections 
transmitting simultaneously in the network. Note that at 
the first (fourth) hop, the seven source (destination) 
nodes are connected to the relay node R0 (R2) on a single 
channel, so the relay nodes R0 and R2 are bottlenecks in 
the network, and contentions and packet collisions may 
happen at these two nodes.

During the experiment, we gradually increase the 
number of simultaneous transmissions from one to seven 
and observe the corresponding aggregated TCP 
throughput, i.e., the total TCP throughput of all
simultaneous transmissions in the network. The result is 
plotted in Fig. 9. 

Figure 9. The aggregated throughput in the wireless mesh network with 
multiple simultaneous TCP transmissions.

We can see from the figure that the four-hop 
throughput is about 32 Mbps when there is only one TCP 
transmission, which matches with the (four-hop) result in 
Fig. 3. As more transmissions participate in the network, 
the aggregated throughput increases. Note that the 
aggregated throughput does not increase linearly with the 
number of simultaneous transmissions, this is because 
there are collisions and contentions at nodes R0 and R2.
When there are seven simultaneous transmissions, the 
aggregated throughput starts saturating at about 62 Mbps 
(while the TCP throughput for individual connection is 9 
Mbps on average), which gives a throughput 
improvement of more than 90% when compared with the 
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single transmission case. Hence, the results here verify 
that a wireless mesh network with many simultaneous 
TCP transmissions can utilize the wireless bandwidth 
more efficiently than standalone TCP transmission.

B. Potential Solution: Parallel TCP Connections 

Figure 10. The aggregated throughput for 2-hop to 5-hop paths against 
the number of parallel TCP connections made. 

The result in the previous sub-section suggests that if 
multi-hop throughput degradation is due to the large 
bandwidth-delay product of wireless path, then running 
multiple simultaneous TCP connections could further 
increase the aggregated throughput. This is because 
parallel streams take advantage of the fact that TCP tries 
to share the bandwidth equally among all flows along a 
path, and n parallel streams will have n times larger 
aggregated buffer (or advertised window) size. Therefore, 
parallel connections between any two nodes could be a
potential solution for transmitting a large amount of data 
at high speed from one client to one server through the 
wireless mesh network.  

For the set-up in Fig. 2, Fig. 10 plots the aggregated 
throughput for two-hop to five-hop communication paths 
against the number of parallel TCP connections made. 
We establish parallel connections between the client and 
server with the Iperf application via the following 
command on the client side: 

iperf -c <server> -i 1 -t 60 -P <#connections>. 

According to the figure, the aggregated throughput 
grows with the number of parallel TCP connections for
all multi-hop paths. With single TCP connection, the 
two-hop throughput is less than 55 Mbps, which consists 
with the (two-hop) result in Fig. 3. With seven parallel 
connections transmitting simultaneously from the client 
to the server, the aggregated throughput is about 82
Mbps (50% improvement). The result in Fig. 10 again 
validates that multiple parallel TCP connections can 
better utilize the available bandwidth of 802.11n and the 

aggregated throughput is scalable with the number of 
connections made (up to seven streams). 

One way to implement multiple parallel TCP streams 
is to re-write the application with multiple sockets. Re-
sequencing of data segments at the receiver is also 
needed. There are a number of applications that can use 
parallel TCP streams. For example, GridFTP [20], bbftp 
[21], bbcp [22], and Iperf [17]. Alternatively, as the 
throughput degradation problem is fundamentally caused 
by the large bandwidth-delay product in (1), we may 
tackle the problem through rightsizing the TCP 
advertised window, RWIN. A TCP tuning daemon is 
proposed in [23] that implements TCP adjustments 
(including the TCP buffer size and MTU size) based on 
performance statistics. Since it is a daemon-based 
mechanism, no modifications to the application are 
required. 

V.RELATED WORKS AND DISCUSSION

TCP was initially designed and optimized for wired 
networks. Therefore, it is well-known that the fluctuating 
wireless link quality and user mobility will result in 
highly variable RTT and delay spikes, and thus incur 
spurious timeout [24]. There are studies on the design of 
a more effective 802.11 MAC for improving the 
throughput of (single-hop) wireless link. For instance, 
[25] provides a way to distinguish wireless loss versus 
collision loss at the MAC layer, and assign different 
back-off mechanisms depending on the type of loss. 
However, no previous work has addressed the problem 
incurred by the large RTT in multi-hop wireless 
networks, primarily because most of the previous studies 
on wireless TCP and 802.11 MAC are based on single-
radio wireless networks (in which bandwidth degradation 
in multiple hops is expected). Our work here is the first 
in the literature to point out that the dramatic increase of 
RTT in multi-hop wireless path could hinder the harness 
of the high throughput feature (up to 300 Mbps with two 
spatial streams) in IEEE 802.11n mesh networks, and 
thus it is important to develop and adopt efficient 
techniques to further enhance the MAC as well as TCP 
protocols for multi-hop wireless mesh networks.

There have been a number of methods proposed to 
improve TCP performance in wireless networks. 
Generally, they can be classified into two groups. The 
first group requires new protocol mechanism or 
modifications to the existing TCP protocol, while the 
second group of methods do not. TCP Eifel [26] is a 
typical example in the first group that detects spurious 
timeouts and retransmissions via implementing time 
stamping. Another variant of TCP that has been 
incorporated into Linux is TCP Veno [27], in which the 
sender side of the TCP connection is modified so as to be 
less aggressive in reducing the TCP windows during 
wireless loss. FAST TCP [28, 29] developed by Steven 
Low’s group at CalTech is a TCP congestion avoidance 
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algorithm that targets high-bandwidth high-delay 
networks (e.g., the MRMC 802.11n mesh network). 
Modification is required at the sender side for 
maintaining a constant number of packets in queues via 
measuring the difference between the observed RTT and 
RTT when there is no queueing. On the other hand, 
Split-TCP [30] and related approaches [31 – 34] are 
solutions in the second group that divide the end-to-end 
TCP connection into two independent connections with a 
proxy serving as a common point. In this way, the split 
TCP connections have smaller RTT, and hence the 
limitation in (1) can be alleviated. The major drawback 
of the first group methods is that devices with the newly 
modified TCP protocols may not be compatible with 
generic devices. Moreover, some of the proposed 
algorithms are proprietary and patent protected. For 
instance, FAST TCP is protected by several patents and 
being commercialized by the company FastSoft. 
Although dividing an end-to-end TCP connection into 
multiple independent segments (such as Split-TCP [30] 
and Mobile Accelerator [32]) can mitigate the RTT 
limitation, criticism of Split-TCP and similar methods in 
the second group is that the TCP ACK received by an 
application is not actually coming from the end receiver. 
Thus, it destroys the original semantic that a TCP ACK 
means the receiver has already received the 
corresponding TCP packet, and violates the end-to-end 
security protection. The Snoop Protocol [33, 34] 
preserves the end-to-end TCP semantics by caching data 
at the relay AP so as to perform local retransmissions. 
However, such approach requires modifications of the 
network-layer software at the relay AP. 

Theoretically, a straightforward fix for the issue of 
large bandwidth-delay product is to increase the 
advertised window size. In fact, Jacobson et al. proposed 
the TCP extensions RFC 1323 [35] for high performance,
in which new TCP options for scaled windows and 
timestamps are defined. The TCP window scaling 
option is an option to increase the TCP advertised 
window size above its maximum value of 65,535 bytes 
in order to support communication paths with large 
bandwidth-delay product. Linux kernels from 2.6.8 have 
enabled TCP window scaling by default. To make use of 
this, the send and receive buffer sizes must be increased.
Furthermore, we may make use of some daemon-based 
approaches [23] to dynamically adjust the advertised 
window based on performance statistics to avoid 
modifying the applications. TCP window scaling is also 
implemented in Microsoft Windows since Windows 
2000, and is enabled by default in Windows Vista and 
newer versions. However, if the router or firewall device
connected to the Windows machine does not support the 
TCP extensions, connection errors could occur, and this 
conflict will cause packet loss and limited connection in 
many circumstances [36]. On the other hand, the use of 
parallel TCP streams appears to be a quick remedy to the 

multi-hop throughput degradation problem according to 
our experimental results in Section IV, and some existing 
applications such as GridFTP, bbftp, bbcp and Iperf can 
support transmissions with parallel TCP streams.

The two proposed solutions have their pros and cons. 
For instance, the parallel stream solution might be 
potentially unfair when some applications use more 
number of streams than others. The applications also 
need to be revised to re-sequence the data segments, and 
it increases the load on the end hosts. However, such 
solution is suitable when the root access to the system for 
increasing the maximum advertised window size is not 
available, or some routers or embedded systems in the 
network are using some old kernel versions that do not 
support the RFC 1323 extension. Hence, the parallel 
stream solution appears to be more compatible since we 
only need to ensure the end hosts are using the same 
application that supports multiple connections, no matter 
what operating systems or kernel versions they are 
running. In general, the system designer and engineer 
should decide the solution to adopt according to different 
specifications of networking equipments and systems in 
the network. 

VI. CONCLUSION

As a conclusion, we have investigated the multi-hop
throughput performance of a Multi-Radio Multi-Channel 
(MRMC) IEEE 802.11n mesh network via experimental 
studies. Specifically, we have shown that although UDP 
throughput can be sustained after traversing multiple 
hops, the TCP throughput degrades dramatically even 
with the MRMC approach. Our results indicate that the 
use of multiple radios and channels is not enough to 
improve multi-hop TCP throughput performance in mesh 
networks. This is especially prominent in 802.11n with 
high bandwidth. We have verified that it is primarily 
because of the congestion control mechanism in TCP and 
the large round-trip delay of wireless communication 
path, which makes the bandwidth of the latest WiFi 
technologies (e.g., 802.11n) not able to be fully 
harnessed. Actually, there are a lot of research efforts
and proposals that address this large bandwidth-delay 
product issue in high-bandwidth high-delay network. 
However, it turns out that these solutions have not been 
incorporated into commercial wireless networking 
products according to our experimental studies. If 
wireless product manufacturers do not take actions to 
implement these solutions, no matter how sophisticated 
wireless modules are invented and how fast physical data 
rate can be achieved, the multi-hop performance of 
wireless mesh networks is still bottlenecked by the 
protocol. 
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