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Abstract

The renaissance of AI has mostly been supported by three key factors: more labeled data, more compute, and more complex neural nets. However, labeled data are not always available; computing hardware has been dwarfed by the scale of large models; and model behaviors are unpredictable, which is a key problem in safety-critical scenarios. In this talk, I’ll present the works that I have done to mitigate these issues. The work spans self-supervised learning, transfer learning, computer vision, efficient learning, formal methods, programming languages, etc; and contributes towards more data-efficient, compute-efficient, and verified robust learning.
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