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Abstract—In vehicular collision avoidance systems, safety mes-
sages are broadcast by mobile users periodically on the high-
way to all of their neighbors within hearing range. These safety
messages are time sensitive and have stringent delay require-
ments. Conventional carrier-sense multiple access, where users
must content with channel access, is not suitable for this kind of
application. In this paper, we propose using protocol sequences to
broadcast safety messages. Protocol sequences are deterministic
0–1 sequences. Each user reads out the 0’s and 1’s of the assigned
protocol sequence periodically and transmits a packet in a time
slot if and only if the sequence value is equal to 1. It requires
no time synchronization among the users. We compare the delay
performance with an ALOHA-type random access scheme and
show that the delay can, in fact, be reduced by employing protocol
sequences instead.

Index Terms—ALOHA, collision channel, IEEE 802.11p,
protocol sequences, safety message, vehicular ad hoc networks
(VANETs).

I. INTRODUCTION

IN a vehicular ad hoc network (VANET), maintaining time
synchronization among users is a difficult task due to their

mobility. Moreover, unlike cellular networks, there are no
base stations to facilitate synchronization. There is also no
dedicated control agent in a VANET who monitors users at
the lower protocol layers. Due to high mobility of the user
nodes, it is difficult and undesirable to designate any particular
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subset of nodes as central access nodes with control authority,
even temporarily. This makes the design of a medium-access
control (MAC) protocol for low-latency application a very
challenging task.

In this paper, we consider the application of safety-message
broadcast in a VANET. The goal is to allow all user nodes to
simultaneously broadcast safety messages to all their neighbors
within transmit range [1]. Safety messages can be divided
into two types. The first type is periodic information (also
called heartbeat messages) such as the speed and location of an
automobile. The second type of messages relates to emergency
events such as lane-change warning or precrash warning. These
basic safety messages are the core data on which one can
build a variety of traffic safety applications such as cooperative
collision warning. In the following, we focus on periodic safety-
message broadcast.

It is pointed out in [2] that the newly introduced IEEE
802.11p Wireless Access in Vehicular Environment (WAVE)
over the dedicated short-range communications (DSRC) band
for a VANET is not desirable for the transmission of time-
critical safety messages because the delay may be unbounded
when the channel is very busy. In American systems, safety
messages are generated approximately every 0.1 s, encap-
sulated using the WAVE short message protocol and sent
according to the carrier-sense multiple access with collision
avoidance (CSMA/CA)-based enhanced distributed channel ac-
cess mechanism over the control channel, which is one of the
seven channels in the DSRC spectrum [3]. There are several
other suggested multiple-access schemes in the literature. For
example, in [4], a packet is retransmitted several times within
its useful lifetime, with the pattern of retransmissions randomly
chosen. In [5], the packet loss rate is reduced by adaptively
adjusting the rate of transmitting the safety beacon. By using
a hash function to evenly spread the access time to the control
channel, excessive contention for channel is alleviated in [6]. In
[7], a feedback channel is added in the application layer to avoid
the transmission of an unnecessary safety message, and in [8],
a scheme based on slot reservation is discussed. Performance
evaluation of DSRC for safety-message broadcast can be found
in [9].

In principle, the delay experienced by a user in random or
contention-based MAC scheme is unbounded; a user may need
to wait for a long time until he/she has the opportunity to
send some data. On the other hand, by scheduling the data
packets according to a certain deterministic pattern, which is
called protocol sequence by Massey and Mathys in [10], a
hard guarantee of delay can be accomplished. The scheduling
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of packet transmissions in a protocol-sequence-based scheme
follows a binary and periodic sequence. A user simply reads
out the sequence values once per time slot duration and sends
a packet if and only if the sequence value is equal to 1.
We note that we do not need any designated coordinator to
schedule the packet transmissions. If the protocol sequences are
appropriately chosen, one can guarantee that each user can send
at least one packet in a sequence period. The sequence period
thus provides an upper bound of delay. Applications of different
classes of the deterministic MAC scheme in a wireless ad hoc
network have been studied by several researchers. For example,
Reed–Solomon codes are used to generate the schedules of
packet transmissions in [11] and [12], optical orthogonal codes
are used in [13] and [14], and Gold sequences are used in [15].

One key property of protocol sequences is that they are
designed to accommodate asynchronous users, which is an
indispensable feature in the VANET application. There are
three different levels of synchronization, namely, asynchronous,
slot-synchronous, and frame-synchronous. The asynchronous
model is the minimal framework in which slot boundaries of
the users are not necessarily aligned, although the slot duration
of all users is identical. Hence, packets sent from different users
may partially overlap with each other. The relative delay offsets
between two protocol sequences in this model may be any real
number. In the slot-synchronous model, the slot boundaries of
the users are aligned. Two packets from two different users
either overlap completely or do not overlap at all. However, the
protocol sequences need not start at the same slot. The relative
delay offsets of two users are integral multiples of the duration
of a time slot. In the frame-synchronous model, all users start
their protocol sequences at the same time instance. The relative
delay offsets are integral multiples of the sequence period.

The works in [11]–[14] require frame synchronization, which
can be accomplished by the Global Positioning System for
instance. In the literature of the mobile ad hoc network
(MANET), the frame-synchronous code-based approach to
multiple access is often reffered to as topology-transparent
scheduling or, simply, code-based scheduling. (We refer the
readers to [16] and [17] for more information on code-based
scheduling in MANETs.) The dynamics of code-based schedul-
ing in MANETs is much slower than in VANETs. Achieving
frame synchronization in VANETs is more costly.

On the other hand, the work in [15] is for a slot-synchronous
system and is more related to our approach. Methods for
decentralized and autonomous clock synchronization can be
found in [18] and [19] and the references therein. Any results on
the slot-synchronous system can be also extended to practical
systems that are asynchronous. For example, we can require
that each user only transmits in the first half of an active
time slot and leaves the second half idle. Then, the analysis
of the slot-asynchronous system is the same as that of the
asynchronous system. For ease of presentation, we will focus
on slot-synchronous systems. Further discussions on protocol
sequences for asynchronous systems can be found in [20]
and [21].

Regardless of the synchronization model, we have the code
assignment problem or the sequence assignment problem. As
the number of users on the highway is virtually unbounded,

Fig. 1. VANET on a highway.

it is impossible to assign distinct protocol sequences to all
users. The protocol sequences must be spatially reused. The
assignment should be adaptive to the time-varying topology
to assure that no protocol sequence is assigned to two users
within hearing range. There are some existing assignment
schemes in the literature. In [22], frequency division in the
MAC layer is used, and the carrier frequencies are assigned
according to the locations of the users. It is supposed in [22]
that the users know their locations and the one-to-one mapping
between location and bandwidth division. In [14], a distributed
assignment method is proposed. A subset of protocol sequences
or codes is reserved for this purpose, and a network association
phase before the actual data communication phase is required.
A protocol sequence allocation scheme in ad hoc networks
based on the Global Positioning System can be found in [23].
We can also distribute the protocol sequences to the users via
roadside nodes or roadside units near highway entrances or toll
booths (see Fig. 1). These roadside units are expected to be
sparsely located as they do not serve as base stations. When
a user enters the highway or when a user passes through a toll
booth, he/she is assigned a protocol sequence from a roadside
node via a downlink control channel. The user will use the
assigned sequence for message broadcast until entering the
range of the next roadside node. At that point, the user will
trigger the roadside node to issue a new protocol sequence to
be used. If the number of active users increases, for example,
in peak hours, the roadside node can switch to a larger pool of
protocol sequences, such that every mobile user in a segment of
the highway can be assigned a unique protocol sequence. (See
[24] and [25] on the application of roadside units for enhancing
security and connectivity in VANETs.)

In this paper, we consider slot-synchronous single-hop
broadcast and analyze the delay performance of a class of
protocol sequences, which are called the generalized prime
(GP) sequences. In the majority of the existing works on the
protocol sequences, the design objective is to maximize the
throughput and support as many users as possible (see, e.g.,
[26] and [27]). However, in the application of safety-message
broadcast, throughput is of secondary importance. The primary
concern is the minimization of the time within which a user has
to wait until he can receive a packet from his neighbor. The
period of a protocol sequence set has a fundamental impact on
delay performance. The question of finding protocol sequences
with a minimal or near-minimal period has been extensively
studied [28]–[30].

The period of protocol sequences is nonetheless not the
sole consideration factor. Suppose that there are two users and
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they schedule their packets according to the following protocol
sequences of period 9:

s1(t) : 111 000 000

s2(t) : 100 100 100.

For i = 1, 2, the sequence si(t) is assigned to user i. The first
user sends packets in three consecutive time slots in each period
of nine slot durations. The second user sends one packet in a
period of three slot durations. We can check that no matter what
the relative delay offsets are, there is exactly one collided packet
in a period of nine slot durations, i.e., each of the two users
can send two packets successfully. Both protocol sequences
yield the same packet delivery ratio. However, the transmission
pattern of the first protocol sequence is very bursty. The first
user needs to wait for six slot durations until he can send again.
In contrast, the locations of the 1’s in the second protocol se-
quence are very evenly spread. The nonuniform distribution of
packet transmissions causes relatively longer delay for the first
user. The protocol sequences proposed in this work have the
property that the 1’s in a sequence period are evenly distributed,
while maintaining some nonblocking property. A quantitative
measure of the evenness of the distribution of 1’s can be found
in a separate work [31].

In Section II, we describe the system model and a general
protocol for channel access. This general protocol provides a
unifying framework of analysis and includes a deterministic
access scheme with protocol sequences and an ALOHA-like
random access scheme as special cases. In Section III, the
family of a GP sequence is given. In Section IV, we analyze
the delay performance of a protocol-sequence-based scheme,
under the assumption that the users in the vicinity are using
distinct GP sequences. In Section V, we describe an application
of protocol sequences in VANETs, without assuming that the
assigned protocol sequences are distinct, and compare the delay
performance with some baseline schemes. Some of the longer
proofs are given in the appendices.

II. SYSTEM MODEL AND NOTATIONS

Consider a particular user in a VANET and the surrounding
users whose transmission ranges include this user. We call this
particular user “user 0” and suppose that there are K users in
the vicinity of user 0 who can transmit packets to user 0. User 0
wants to receive information from the K surrounding users and
broadcast packets to them.

The communication channel is modeled as a time-slotted
collision channel [10]. In this paper, we assume, for the sake of
notational simplicity, that the system is slot-synchronous. The
results in this paper can be extended to the slot-asynchronous
case. If two or more users transmit packets in a time slot,
then there is a collision, and the collided packets cannot be
recovered. On the other hand, if only one user among the K
users transmits at a time slot, then the packet can be received by
user 0 without any error. We assume that the system is limited
by interference, so that all packet erasures are due to packet
collisions. If there are errors due to thermal noise for instance,
we can employ a forward error-correcting code. In the rest of

Fig. 2. Markov chain of the deterministic channel access scheme based on
protocol sequence s(t).

this paper, we will assume that successfully received packets
are error-free.

We assume that the transmission is half-duplex. When a user
is transmitting a packet, he/she cannot receive anything from
the channel. Otherwise, if a user is not transmitting, he/she
listens to the channel and receives data from the others. We also
assume that a user always has some data to send, so that there
is no queue underflow problem. This assumption is applicable
to the broadcast of periodic messages such as location or speed
update.

We describe a general protocol for the time-slotted colli-
sion channel without feedback. This includes the deterministic
channel access scheme using protocol sequences and several
random channel access schemes. In the general protocol, each
user decides whether he/she transmits or not by a finite Markov
chain. The Markov chain of user i is represented by a directed
graph. The vertices are also known as the states. Each directed
edge has two labels. The first label is a probability between 0
and 1. The second label is either 0 or 1. It is required that for
each state, the sum of the probabilities of the outgoing edges is
equal to 1. The initial state is chosen according to a distribution
function, and each user chooses the initial state independently.
At the beginning of each time slot, user i picks one of the
outgoing edges from the current state randomly according to
the probability distribution specified by the first labels of the
outgoing edges and transmits a packet if and only if the second
label of the chosen edge is 1. Then, user i jumps to the state that
is incident to the chosen edge.

For the protocol-sequence-based scheme, the number of
states in the Markov chain is the same as the sequence period.
There is only one outgoing edge from each node, and the graph
is a cycle. The second labels of the edges are the bits in the
protocol sequence (see Fig. 2). The users may not start their
transmissions of packets at the same time. Suppose that for
k = 0, 1, 2, . . . ,K, user k starts transmitting at τk, which is
called relative delay offset. User k transmits a packet at time
slot t+ τk if and only if sk(t) = 1. The relative delay offsets
τk is a parameter that cannot be controlled. It is a parameter
that is randomly drawn at the beginning and remains constant
during the communication session. When the common period
of the binary sequences is L, we model the relative delay off-
sets as discrete random variables uniformly and independently
distributed between 0 and L− 1. It is equivalent to picking
the initial state of the associated Markov chain uniformly at
random.

We will compare with two random access schemes. The first
one is called π-persistent random access. In this scheme, a
user simply sends independently in a time slot with proba-
bility π. This is a special case of the general Markov chain
framework with only one state (see Fig. 3). There are two self-
loops, i.e., one with labels π and 1 and one with labels 1 − π
and 0. The π-persistent random access is called synchronous
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Fig. 3. Markov chain of the π-persistent random access scheme.

Fig. 4. Markov chain of the nonpersistent random access scheme.

p-persistent repetition in [4]. The second random scheme is
called nonpersistent random access. User k transmits packets
in slots

τk + qm+ Uk,m(W ) (1)

for m ≥ 0, where τk is the relative delay offsets of mobile user
k, q is a positive integer, Uk,m(W )’s are independent random
variables uniformly drawn from {0, 1, . . . ,W − 1}, and W is
an integer that represents the window size. This scheme is the
analog of nonpersistent CSMA for a time-slotted system. The
random variable Uk,m(W ) models a random waiting time. An
example of the Markov chain for W = 3 is shown in Fig. 4.
We pick the nodes in the outer cycle in Fig. 4 randomly as the
initial state. As in the deterministic scheme based on protocol
sequences, we model the delay offset τk as a random variable
uniformly distributed between 0 and q − 1.

We consider four performance metrics.
The duty factor is defined as the fraction of time a user is

transmitting [10]. It measures the rate of energy consumption.
If the Hamming weight of a protocol sequence is w, the duty

factor is given by f
Δ
= w/L. For π-persistent random access,

the duty factor is equal to π, and for nonpersistent random
access, the duty factor is equal to 1/q.

For k = 1, 2, . . . ,K, the individual delay of user k with
respect to user 0 is defined by, starting at a randomly chosen
time instance, the waiting time until user 0 can receive a packet
from user k without collision. We denote the individual delay
of user k with respect to user 0 by random variable Xk. For
notational convenience, we will simply say “individual delay
of user k” if it is understood that the delay is relative to
user 0. For π-persistent random access, the individual delay
is geometrically distributed, i.e., Pr(Xj ≤ t) = 1 − φt+1, for

t = 0, 1, 2, . . ., where φ
Δ
= 1 − π(1 − π)K is the probability

that user j either remains silent in a time slot or transmits a
packet with collision.

The group delay with respect to user 0 is defined by, starting
at a randomly chosen time instance, the waiting time until users
1 to K have transmitted at least one uncollided packet to user 0.
We will use Y to denote the group delay with respect to user 0.
In addition, we will write “group delay” instead of “group delay
with respect to user 0” if user 0 is understood. Alternately, we
can define the group delay as the maximum of the individual
delays

Y
Δ
= max

1≤k≤K
Xk.

The probability Pr(Y ≤ t) is equal to the probability of the
event

⋂K
k=1{Xk ≤ t}.

For a given integer T , a user is said to be blocked by the
others in T slot durations if all of his transmitted packets in
this period of time are in collision, i.e., Xk > T . The blocking
probability of a user is the probability that the user is blocked
by the others.

We use the following notations in this paper. For a positive

integer n, let Zn
Δ
= {0, 1, . . . , n− 1} be the set of residues of

integers modulo n, with the modulo-n addition and subtraction
denoted by ⊕n and �n, respectively.

Let L be the common period of a set of binary and periodic
sequences. We define the Hamming weight of a protocol se-
quence s(t) in this set as

ws
Δ
=

L−1∑
t=0

s(t)

which equals the number of 1’s in s(t) within a period. A cyclic

shift of protocol sequence s(t) by τ is denoted by s(τ)(t)
Δ
=

s(t�L τ). Given a pair of protocol sequences, i.e., a(t) and
b(t), their Hamming cross correlation is defined by

Hab(τ)
Δ
=

L−1∑
t=0

a(t)b(τ)(t).

It counts the number of overlapping 1’s after cyclically shifting
the second sequence b(t) by τ . The Hamming autocorrelation
of a sequence a(t) is defined by

Haa(τ)
Δ
=

L−1∑
t=0

a(t)a(τ)(t).

We define the characteristic set of s(t) as the set of time
indexes where s(t) is equal to 1. For a characteristic set I ⊆
ZL, we let I ⊕L x be the translation {i⊕L x : i ∈ I}. If the
characteristic sets of sequences a(t) and b(t) are I1 and I2,
respectively, we can easily check that Hab(τ) is equal to the
size of I1 ∩ (I2 ⊕L τ).

For example, the characteristic sets of the sequences s1(t)
and s2(t) in the previous section are, respectively {0, 1, 2} and
{0, 3, 6}. It can be checked that, for all choices of delay τ , the
set {0, 1, 2} and the translated set {0, 3, 6} ⊕9 τ contain exactly
one common element. This verifies that Hs1s2(τ) = 1 for all τ .

Given two subsets A and B of ZL, we define their difference
set by

A�L B Δ
= {(a�L b) ∈ ZL : a ∈ A, b ∈ B}
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Fig. 5. Difference set of a characteristic set of a sequence contains the
intervals between 1’s.

and their sum set by

A⊕L B Δ
= {(a⊕L b) ∈ ZL : a ∈ A, b ∈ B} .

If B = {x} is a singleton, then we write A⊕L {x} as A⊕L x.
The self-difference set A�L A is denoted by d(A). We note
that the zero element in ZL belongs to d(A) for any nonempty
set A. In addition, if y ∈ d(A), then −y ∈ d(A). We let d∗(A)

be the set of nonzero elements in d(A), i.e., d∗(A)
Δ
= d(A) \

{0}. For a protocol sequence s(t) with characteristic set I, the
elements in d∗(I) are the time differences between pairs of “1”
in the protocol sequence. An illustration is given in Fig. 5.

III. GENERALIZED PRIME SEQUENCES

The GP sequences can be considered as a class of protocol se-
quences obtained by derandomizing the nonpersistent random
scheme. Let p be a prime number and rem(x, p) denote the
remainder of x after division by p, which is an integer between
0 and p− 1. For a given prime number p and an integer q, which
is greater than or equal to p, we derandomize the nonpersistent
random scheme by replacing the random numbers Uk,m(W ) in
(1) by rem(km, p). User k, for k = 0, 1, . . . , p− 1, transmits
packets at time indexes

τk + qm+ rem(km, p) (2)

for m = 0, 1, 2, . . .. We note that in (2), only the relative delay
offset τk is a random variable; the other terms are a determin-
istic function. The value of τk is fixed at the beginning of a
communication session. Then, the sequence is a deterministic
and periodic sequence with period L = pq. The characteristic
set of sequence sk(t) is

Ik = {rem(k�, p) + �q : � = 0, 1, 2, . . . , p− 1} . (3)

The sequence associated with Ik is called the sequence gener-
ated by k. We will also say that k is the generator of sequence
sk(t).

The p cyclically distinct sequences defined in (2) for k =
0, 1, 2 . . . , p− 1 are called the GP sequences. We use the sym-
bol GP(p, q) to denote the resulting set of protocol sequences.
This construction is an extension of two existing classes of
protocol sequences in the literature of optical communication
[32]. If q = p, the resulting protocol sequences are the prime
sequences [33], and if q = 2p− 1, we have the extended prime
sequences [34]. As we will see in Appendix A, the GP se-
quences are closely related to the Chinese remainder theorem
(CRT) sequences [29] when p and q are relatively prime.
Anyway, in GP sequences, the choice of parameter q is flexible,
and the value of q may be a multiple of p.

Example 1: Let p = 5 and q = 7. The protocol sequences in
GP(5, 7) are

s0(t) : 1000000 1000000 1000000 1000000 1000000

s1(t) : 1000000 0100000 0010000 0001000 0000100

s2(t) : 1000000 0010000 0000100 0100000 0001000

s3(t) : 1000000 0001000 0100000 0000100 0010000

s4(t) : 1000000 0000100 0001000 0010000 0100000

and the five corresponding characteristic sets are

I0 = {0, 7, 14, 21, 28}, I1 = {0, 8, 16, 24, 32}
I2 = {0, 9, 18, 22, 31}, I3 = {0, 10, 15, 25, 30}
I4 = {0, 11, 17, 23, 29}.

The Hamming cross correlation of a GP sequence is upper
bounded by 2 in general and is upper bounded by 1 if q is suf-
ficiently large. We summarize the Hamming cross correlation
and autocorrelation properties in the following theorem.

Theorem 1: Let p be a prime number, and let q ≥ p. For
g = 0, 1, 2, . . . , p− 1, let sg(t) be the GP sequence generated
by g.

1) Hs0sh(τ) ∈ {0, 1} for h = 1, 2, . . . , p− 1.
2) If q ≥ 2p− 1, then Hsgsh(τ) ∈ {0, 1}, for distinct g and

h in {1, 2, . . . , p− 1}.
3) If q ≤ 2p− 2, then Hsgsh(τ) ∈ {0, 1, 2}, for distinct g

and h in {1, 2, . . . , p− 1}.
4) Suppose that q is not a multiple of p. For g =

0, 1, . . . , p− 1, let τg be the unique integer between 0 and
pq, which satisfies rem(τg, p) = g and rem(τg, q) = 1.
(The integer τg is well defined by Chinese remainder
theorem [35].) For g = 1, 2, . . . , p− 1, the Hamming
autocorrelation Hsgsg (τ) of sg is

Hsgsg (τ) =

{
p− i, if τ = ±rem(iτg, pq), 0 ≤ i < p
0, otherwise.

For g = 0, the Hamming autocorrelation Hs0s0(τ) is
given by

Hs0s0(τ) =

{
p, if τ is an integral multiple of q
0, otherwise.

As a numerical example, consider sequences s1(t) and s4(t)
in Example 2. The Hamming cross correlation of s1(t) and
s4(t), i.e., Hs1s4(τ), is equal to⎧⎨
⎩

0, if rem(τ, 35)∈{2, 4, 6, 8, 10, 12, 16, 18, 24, 25, 31, 33}
2, if rem(τ, 35)∈{3, 11}
1, otherwise.

The Hamming autocorrelation of s4(t) is equal to

Hs4s4(τ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

5, if rem(τ, 35) = 0
4, if rem(τ, 35) = 6, 29
3, if rem(τ, 35) = 12, 23
2, if rem(τ, 35) = 17, 18
1, if rem(τ, 35) = 11, 24
0, otherwise.
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The proof of Theorem 1 is given in Appendix A.
Theorem 2: Suppose p > K, q ≥ 2p− 1, and users 0, 1,

. . . ,K are assigned distinct GP sequences from GP(p, q). Then,
it is guaranteed with probability 1 that, for i=1, 2, . . . ,K, user i
can send at least one packet to user 0 successfully within a
sequence period.

Proof: Consider a particular sequence, for example, s(t),
in GP(p, q). Since q ≥ 2p− 1, there is at most one overlapping
“1” between s(t) and the other K sequences assigned to the
other users, regardless of the relative delay offsets. As the
number of packets sent by a user in a sequence period is strictly
larger than K, there is at least one packet that is not in collision.
Hence, the user who is using s(t) can send at least one packet
to user 0 successfully within a period. �

Remark 1: GP sequences can be regarded as optical orthogo-
nal codes (OOCs) with unequal Hamming cross correlation and
autocorrelation properties [36]. The Hamming autocorrelation
of an OOC is usually required to be a small value for the
purpose of code synchronization. In the context of protocol
sequences, there is no such requirement for Hamming autocor-
relation. An OOC, in general, is not suitable for the application
in broadcasting safety messages, because the 1’s in general
OOCs do not spread evenly. If the 1’s are bursty as in the
example in Section 1, then the delay may be very long.

Remark 2: From part 4 of Theorem 1, we note that for g =
1, 2, . . . , p− 1, the Hamming autocorrelation of sg can be any
integer from 0 to p. Nevertheless, Hsgsg (τ) is nonzero for only
2p− 1 values of τ and is zero for the other values of τ . If q 
 3,
the Hamming autocorrelation is zero for a large fraction of the
values of delay offset τ .

IV. DELAYS OF PROTOCOL-SEQUENCE-BASED SCHEME

For a random-access scheme, there is no hard guaran-
tee on delay; the maximal individual delay and group delay
are unbounded. In contrast, for the protocol-sequence-based
scheme, the maximal individual delay and group delay are
upper bounded by the sequence period, provided that the pro-
tocol sequences are appropriately designed. Bounded delay is a
desirable property for the safety-message broadcast application.
Here, we first investigate the individual delay for a general
protocol-sequence-based scheme, then we derive the distribu-
tion of individual delay when we use GP sequences as the
protocol sequences.

A. Individual Delays in General

We show in this section that the individual delay in a
protocol-sequence-based system can be expressed as a deter-
ministic function of the characteristic sets and the delay offsets.
For k = 0, 1, 2, . . . ,K, let Ik be the characteristic set of the
protocol sequence assigned to user k.

Suppose that the relative delay offset of user k, which is
denoted by τk, is given and fixed. User k transmits packets in
the time slots indexed by Ik ⊕L τk. Since a packet transmitted
by user k is received by user 0 successfully if and only if there
is no other user transmitting in the same time slot and user 0

is in the listening mode, the successful packets sent by user k
have time indexes in

(Ik ⊕L τk) \
K⋃
j=0
j �=k

(Ij ⊕L τj) (4)

where “A \ B” denotes the set of elements in A but not in B.
We note that if the set of time indexes in (4) is empty, then user
k cannot send any packet to user 0. The individual delay of user
k with respect to user 0, for given relative delay offsets, can be
computed by

Xk = min

⎛
⎜⎝(Ik ⊕L τk) \

K⋃
j=0
j �=k

(Ij ⊕L τj)

⎞
⎟⎠ .

We adopt the convention that min ∅ = ∞.
Example 2: Suppose that user 0 employs protocol sequence

s0(t) : 100001000010000

and that there are K = 2 users in the vicinity of user 0. Users 1
and 2 employ protocol sequences

s1(t) : 100010001000000

s2(t) : 100100100000000.

All of the given protocol sequences have period L = 15. Let the
delay offsets of the three users be τ0 = 0, τ1 = 0, and τ2 = 4,
respectively. Hence, user 2 is transmitting packets according to
the following schedule:

s2(t�15 4) : 000010010010000.

The characteristic sets of the three protocol sequences after
shifting are, respectively, {0, 5, 10}, {0, 4, 8}, and {4, 7, 10}.
The packet sent by user 1 at time slot 0 cannot be received by
user 0 because user 0 transmits at time slot 0. The packet sent
by user 1 at time slot 4 is in collision because user 2 transmits
at time slot 4. The transmission by user 1 at time slot 8 is
successful. Similarly, user 2 can send a packet to user 0 at time
slot 7. Hence, the individual delays of users 1 and 2 with respect
to user 0 are

min ({0, 4, 8} \ {0, 4, 5, 7, 10}) = 8

min ({4, 7, 10} \ {0, 4, 5, 8, 10}) = 7.

The group delay with respect to user 0 is max{8, 7} = 8.
As there are LK different combinations of relative delay

offsets, we may regard the individual delay as function mapping
from {0, 1, . . . , L− 1}K to the set of nonnegative integers. To
characterize the delay performance, we want to count, for a
given nonnegative integer x, the number of combinations of rel-
ative delay offsets that render the individual delay of user k with
respect to user 0 less than or equal to x. As the relative delay
offsets are modeled as random variables uniformly distributed
between 0 and L− 1, this can be expressed as in the form of
cumulative distribution function (cdf), i.e.,

FXk
(x)

Δ
= Pr(Xk ≤ x).
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If the protocol sequences are not properly designed, a user
may be blocked for an indefinite period of time. This happens
when

Ik ⊆
⋃
j =k

(Ij ⊕L τj)

for some combinations of relative delay offsets. In this case,
FXk

(x) is strictly less than 1 for all x. We can compute the
blocking probability of user k by

1
LK−1

∣∣∣∣∣∣∣
⎧⎪⎨
⎪⎩(τ1, . . . , τk−1, τk+1, . . . , τK) : Ik⊆

K⋃
j=0
j �=k

(Ij ⊕L τj)

⎫⎪⎬
⎪⎭
∣∣∣∣∣∣∣

(5)

where |A| denotes the cardinality of set A.

B. Delay Analysis of GP Sequences

Here, we will give an analytic expression for the cdf of
individual delay, under the assumption that the GP sequences
assigned to the users are distinct. A few lemmas are required
before we prove the main theorem in this section.

Lemma 3: Let a(t) and b(t) be binary sequences with
common period L specified by characteristic sets A and B,
respectively. Then

A�L B = {τ ∈ ZL : Hab(τ) > 0} .

Proof: It follows directly from the definition that:

A�L B = {a− b : a ∈ A, b ∈ B}
= {τ ∈ ZL : ∃a ∈ A, b ∈ B, such that a = b+ τ}
= {τ ∈ ZL : A ∩ (B + τ) = ∅}
= {τ ∈ ZL : Hab(τ) > 0} .

This finishes the proof of Lemma 3. �
We recall that there are, at most, two collided packets be-

tween two distinct users in a sequence period if q ≤ 2p− 1 and,
at most, one if q ≥ 2p− 2. Let I and I′ be the characteristic
sets of two distinct GP sequences. If the Hamming cross
correlation is either 0 or 1, then d∗(I) and d∗(I′) are disjoint.
Otherwise, if the Hamming cross correlation takes value in
{0, 1, 2}, then d∗(I) and d∗(I′) have two common elements
x and −x, for some integer x between 1 and L− 1.

The previous discussion motivates the following notations.
For two subsets A and B in ZL such that d∗(A) ∩ d∗(B) =
{±x}, let f1(A,B) be the number of pairs (a1, a2) ∈ A×A
such that a1 �L a2 = x and f2(A,B) be the number of pairs
(b1, b2) ∈ B × B such that b1 �L b2 = x. We use e(A,B) as a
short-hand notation for

e(A,B) Δ
=

{
0, if d∗(A) ∩ d∗(B) = ∅
f1(A,B)f2(A,B), if d∗(A) ∩ d∗(B) = {±x}.

We need the following technical lemma.
Lemma 4: Let a(t) and b(t) be two protocol sequences of

period L, with Hamming cross correlation value of, at most, 2.

Let A and B be the corresponding characteristic sets of a(t)
and b(t). Suppose that d∗(A) ∩ d∗(B) is either empty or equal
to {±x} for some x ∈ ZL \ {0}, and x is not equal to L/2 when
L is even. Then

|A �L B| = |τ ∈ ZL : Hab(τ) > 0}| = |A‖B| − e(A,B).

The proof of Lemma 4 is given in Appendix B.
We can check that the condition in Lemma 4 is indeed

satisfied by the GP sequences.
Lemma 5: Let I and I′ be the characteristic sets of two

distinct sequences in GP(p, q). Then

d∗(I) ∩ d∗(I′) =

{
∅, for q ≥ 2p− 1
∅ or {±x}, for p < q ≤ 2p− 2.

In the second case, x is not equal to L/2 if L is even.
The proof of Lemma 5 is relegated to Appendix C.
Given a subset of time indexes T in {0, 1, . . . , L− 1} with

cardinality w, we let x[1], x[2], . . . , x[w] be the elements in T
in ascending order, i.e., T = {x[1], x[2], . . . , x[w]} and x[1] <
x[2] < . . . < x[w]. We will use square brackets in subscripts to
emphasize that the numbers are sorted in ascending order.

Given the delay offset of a user, the cdf of the individual
delay is given in the following theorem.

Theorem 6: Consider K + 1 active users, labeled from 0 to
K. For k = 0, 1, . . . ,K, suppose that user k is assigned a GP
sequence with period L and Hamming weight w and that these
K + 1 GP sequences are distinct. Denote the characteristic set
of the protocol sequence assigned to user k by Jk. Let � be a
fixed integer between 1 to K, and let the relative delay offset
of user � be fixed at τ ∗� . Let the time indexes in J� ⊕L τ ∗�
be x[1] < x[2] < . . . < x[w]. For each nonempty subset S of
{1, 2, . . . , w}, let J�(τ

∗
� ,S) be the set {x[�] : � ∈ S}. If the rela-

tive delay offsets of users 0, 1, 2, . . . , �− 1, �+ 1, �+ 2, . . . ,K
are distributed uniformly and independently between 0 and
L− 1, then the conditional cdf FX�

(x|τ ∗� ) of individual delay
X� is equal to 0 for 0 ≤ x < x[1], and

∑
S⊆{1,...,n}

S�=∅

(−1)|S|+1
K∏
i=0
i�=�

(
1 − |S|w − e (J� (τ

∗
� ,S) ,Ji)

L

)

for x[n] ≤ x < x[n+1], n = 1, 2, . . . , w. The given summation
is extended over all nonempty subsets of {1, 2, . . . , n}, and the

product is over all i ∈ {0, 1, 2, . . . ,K} \ {�}. (We let x[w+1]
Δ
=

∞ by convention.)
Proof: User � transmits packets in time slots with time

indexes x[1], . . . , x[w]. For u = 1, 2, . . . , w, let Eu be the event
that there is no collision at time slot x[u]. For 1 ≤ n ≤ w,
consider the probability that the individual delay of user � is
strictly larger than x[n], i.e.,

Pr
(
X� > x[n]|τ ∗�

)
= 1 − Pr (E1 ∪ E2 ∪ · · · ∪ En|τ ∗� )

= 1 +
∑

S⊆{1,...,n}
S�=∅

(−1)|S| Pr

(⋂
u∈S

Eu|τ ∗�

)
.

(6)
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The last equality follows from the principle of inclusion and
exclusion. Conditioned on relative delay offset τ ∗� , the event⋂

u∈S Eu happens when none of the users 0, 1, . . . , �− 1, �+
1, . . . ,K transmits at time slot x[u] for all u ∈ S .

For each i ∈ {0, 1, . . . ,K} \ {�}, user i does not transmit at
the time slots indexed by J�(τ

∗
� ,S) with probability

1
L
|{τ : J� (τ

∗
� ,S) ∩ (Ji ⊕L τ) = ∅}|

= 1 − 1
L
|{τ : J� (τ

∗
� ,S) ∩ (Ji ⊕L τ) = ∅}|

= 1 − 1
L
|J� (τ

∗
� ,S)− Ji| . (7)

The last equality follows from the proof of Lemma 3. Since
Lemma 4 also holds for subsets of the characteristic sets of GP
sequences, the probability in (7) can be written as

1 − |S|w − e (J� (τ
∗
� ,S) , I�)

L
.

Hence

Pr

(⋂
u∈S

Eu|τ ∗�

)
=

K∏
i=0
i�=�

(
1 − |S|w − e (J� (τ

∗
� ,S) ,Ji)

L

)
.

(8)

We obtain the conditional cdf in the theorem by putting (8)
into (6).

Once the conditional cdf of individual delay Xj is explicitly
given, the cdf of X� can be obtained by

Pr(X� ≤ x) =
1
L

L−1∑
τ=0

Pr(X� ≤ x|τ� = τ). (9)

To compute the cdf of group delay Y , we take the simplifying
assumption that the individual delay Xj’s are independent and
approximate the distribution of Y by

Pr(Y ≤ t) =
K∏
j=1

Pr(Xj ≤ t). (10)

The simplifying assumption will be justified by simulation.
We illustrate the given analytic results by an explicit ex-

ample. Suppose that user 0 is surrounded by 22 other users,
and suppose that these 23 active users are assigned distinct GP
sequences of length 1035 and weight 23. The sequences are
constructed with parameters p = 23 and q = 45. The cdfs of the
individual and group delay of the 22 users with respect to user 0
are plotted in Fig. 6. By Theorem 2, we know that the blocking
probability is 0. Thus, the probabilities in (9) is equal to 1 after
one sequence period. The cdfs of the individual delays are very
close to each other. We can infer that, although the protocol
sequences assigned to the 23 users are distinct, the performance
in terms of individual delays is virtually the same.

In Fig. 6, we also plot the approximation of the group delay
as in (10) and the cdf obtained by simulation. We can see
that the two cdfs match each other very well. The expected
value of the group delay is roughly equal to 173 by simulation.

Fig. 6. Individual and group delays of GP sequences (p = K = 23, q =
45, L = 1035).

Fig. 7. CDFs of the group delays of the protocol-sequence-based scheme and
random access schemes (K = 31, duty factor = 1/32).

The approximation in (10) yields 174.2. This justifies that the
independence assumption used in (10).

Next, we compare the deterministic protocol-sequence-based
channel access schemes with the π-persistent and nonpersistent
random access schemes. We use the GP sequences GP(31, 32).
Each user is assigned a distinct GP sequence, and all users are
active. The cdfs of the individual and group delay are shown in
Fig. 7. The duty factor is 31/992 = 1/32. For fair comparison,
in the π-persistent random access scheme, each user transmits
a packet independently with probability π = 1/32, and in the
nonpersistent random access, we pick parameter q in (1) to be
q = 32. The random and deterministic schemes thus share the
same duty factor. The group delay of the protocol-sequence-
based scheme is smaller than the two random schemes. If
we focus on the 99th percentile, the delays are approximately
470, 520, and 650, respectively. The ratio between the 99th
percentile of protocol sequences and the 99th percentile of
nonpersistent random access is 470/520

.
= 0.9. There is roughly

a 10% improvement.
We note that the only difference between the nonpersistent

random scheme and the scheme based on GP sequences is
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Fig. 8. Comparison of the time duration between consecutive successful
packet transmissions for the protocol-sequence-based scheme and nonpersistent
random access schemes (K = 13, duty factor = 1/25).

that the uniform random variable Uk,m(W ) is replaced by the
deterministic function rem(km, p). The algebraic structure of
modulo-p multiplication assures that two users collide, at most,
once in a sequence period, and this induces reduction in delay.

The time required to send two or more packets successfully
is also of interest. In Fig. 8, we compare the time duration
between m consecutive successful packet transmission for the
scheme based on GP sequences and the random nonpersistent
scheme. In both cases, there are 13 active users, and the duty
factor is 1/25. For the protocol-sequence-based scheme, the
GP sequences GP(13, 25) are assigned to the users such that
no two users have the same sequence. A sample point in the
Monte Carlo simulation is obtained by randomly choosing a
user, randomly picking the relative delay offsets of all users,
and taking the time difference between the first and the mth
successful packets of the chosen user, for m = 2, 3 and 4. For
the nonpersistent random access, we generate the transmission
schedule according to (1) with parameters W = 13 and q = 25.
The cdfs of the intersuccessful-packet time for m = 2, 3, 4 are
plotted in Fig. 8.

The top part of the figure, where the value of the cdf is
close to 1, is pertinent to delay-sensitive applications. The gap
between the cdfs pertaining to the protocol-sequence-based
scheme and nonpersistent random scheme can be observed. For
example, we can look at the horizontal line at probability 0.98
in Fig. 8. The protocol-sequence-based scheme can send four
successful packets in roughly 220 packet durations; however,
the nonpersistent scheme requires 250 packet durations. The
difference can be intuitively explained by the property that the
Hamming cross correlation of any two distinct sequences in
GP(13, 25) is at most 1. If user j has a packet collision with user
i (for some j = i), user j is guaranteed not to collide with user i,
again within a sequence period. Hence, when user j attempts to
send a packet again, there are fewer users who may collide with
user j, and it is more likely that the packet sent by user j will be
successful. In contrast, with the nonpersistent random scheme,
there is no such reduction in the probability of collision.

V. APPLICATION TO SAFETY-MESSAGE BROADCAST

In the application of protocol sequences for broadcasting
messages in VANETs, because of mobility, two mobile users
within their hearing range may use the same protocol se-
quences. In this case, they may have two or more collided
packets within a period. However, if the relative delay offsets
are uniformly distributed, the probability that the Hamming
autocorrelation is nonzero is (2p− 1)/(pq) by Theorem 1. The
chance for having collided packets between two users with the
same protocol sequence is not high if q is large enough. As
the protocol sequences can be reassigned at roadside nodes, the
effect of duplicate sequences can be further mitigated.

If necessary, additional measures may be taken to avoid total
blocking. We introduce a hybrid scheme called the random
hopping scheme. A user makes a random “delay shift” after
a certain period of time. The random hopping scheme is be-
tween the nonpersistent scheme and the deterministic protocol-
sequence-based scheme. There is a design parameter T . If T
is set to 1, the random hopping scheme is the same as the
nonpersistent scheme, and when T → ∞, the random hopping
scheme is the protocol-sequence-based scheme.

We define the random hopping scheme formally as follows.
For i = 1, 2, . . . , p− 1, we let Vi,0, Vi,1, Vi,2 . . . be indepen-
dent random variables uniformly distributed over {0, 1, . . . , p−
1}. User i transmits a packet at time slots with indexes

τi +mq + rem
(
i(m+ Vi,�m/T �), p

)
for m ≥ 0. The protocol sequence changes “phase” after every
group of qT time slots. With the random hopping feature
enabled, any two users with the same GP sequence will not
be blocked forever. In the random hopping scheme, we do not
include the GP sequence generated by p since randomization
has no effect on this sequence.

To compare with nonpersistent and π-persistent random
scheme in the application of safety-message broadcast, we mea-
sure a modified version of group delay. We start with a random
time and measure the time until all users have transmitted at
least one packet successfully. Let this time instance be x. We
then wait until the time after x when every user succeeds in
sending at least one more packet. Let the second time instance
be y. The difference y − x is interpreted as the time that, after
the users have received a packet from each other, they need to
wait until every user sends an uncollided packet. We call this
the modified group delay.

We estimate the cdf of the time difference y − x. In Fig. 9,
we plot the 95th percentile of the modified group delays for
the protocol-sequence-based scheme with random hopping, the
nonpersistent random scheme, and the π-persistent random
scheme. The horizontal axis is the number of users. The pro-
tocol sequence set is GP(19, 30) with the protocol sequence
with least period 30 removed. Parameter T is set to 15. In the
simulation, when the number of users is less than or equal to 18,
the protocol sequences are randomly chosen in such a way that
no two active users use the same sequence. When the number
of users is larger than or equal to 19, some sequences are
shared by two users. The duty factor of both nonpersistent and
π-persistent random schemes in the simulation is 1/30.
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Fig. 9. Ninety fifth percentile of group delay versus number of users.

TABLE I
MODIFIED GROUP DELAY FOR T = 1, 5, 9, 13, 17

Parameter W in the nonpersistent scheme is set to p. If we
look at the horizontal line where the 95th percentile is 150 slot
durations for example, the nonpersistent random scheme can
support 12 users, whereas the protocol sequence scheme can
support 14 users.

We summarize the observations in Fig. 9 as follows. If the
sequence assignment is such that a group of neighboring users
have distinct protocol sequences, then for a given 95th per-
centile of modified group delay, the number of supported users
can be increased roughly by 15%. If there are two users with
the same assigned protocol sequence, the delay performance is
no worse than the nonpersistent slotted ALOHA protocol.

Next, we investigate the effect of parameter T by considering
a system with 20 users, sharing the sequences in GP(19, 30).
As in the previous discussion, the GP generated by 19 is not
used. Hence, there are two users who are assigned the same
protocol sequences. We tabulate the modified group delay for
T = 1, 5, 9, 13, 17 in Table I.

We note that the 95th percentile of the modified group delay
in the row with T = 1 is the same as the 95th percentile of the
nonpersistent scheme. We observe that by increasing T from 1
to 9, the modified group delay decreases. For T larger than or
equal to 9, the performance is dominated by other factors, and
the 95th percentile remains constant.

We thus see that by replacing the random numbers in the
nonpersistent scheme by some mod-p arithmetics as in the
protocol sequence scheme, we can indeed improve the delay
performance.

VI. CONCLUSION

In the conventional ALOHA-type transmission scheme,
pseudorandom bits are used as an input to the channel access

mechanism. In this paper, a family of protocol sequences is
constructed. The protocol sequences have a certain structure
that can further reduce the individual and group delays. This
illustrates the potential advantage of the protocol sequence
scheme in the application for broadcasting safety messages
in VANETs. The protocol-sequence-based scheme is effective
as long as a group of neighboring users are assigned distinct
protocol sequences. Maintaining the distinctness of protocol
sequences is crucial and is an important direction for future
research.

We note that although the system performance analysis is
slightly complicated, the construction and regeneration of the
protocol sequences are simple, using only modular arithmetic,
and do not require random number generators.

APPENDIX A
PROOF OF THEOREM 1

For integer q, which is not divisible by p, there is an al-
ternate description of GP sequences using CRT. Let m and
n be two relatively prime positive integers. The function f :

Zmn → Zm × Zn, given by f(x)
Δ
= (x mod m,x mod n), is

an addition-preserving mapping, i.e., for x, y ∈ Zmn, we have
f(x⊕mn y) = f(x) + f(y). We note that the addition on the
left-hand side is addition mod mn and the addition on the right-
hand side is component-wise addition, with the first component
reduced mod m and second component reduced mod n. The
CRT says that mapping f is a bijection [35]. This function f
is called the CRT correspondence. As a result, the integers 0,
1, . . . ,mn− 1 can be arranged in an m× n array. We will
apply CRT with m = p and n = q, for prime p and integer
q, which is not divisible by p. A time index x between 0 and
pq − 1 is mapped to the pair (x mod p, x mod q).

Consider the image of I0 under the CRT correspondence.
Since I0 consists of multiples of q, the second coordinate of
(x mod p, x mod q) is zero for all x ∈ I0. The image of I0
under the CRT correspondence is thus

I′
0 = {(j, 0) : j = 0, 1, . . . , p− 1} . (11)

For g = 1, 2, . . . , p− 1, the image of the characteristic set of of
the sequence generated by g, under the CRT correspondence, is

{(g�⊕p �qmod p, rem(g�, p)mod q) : for �=0, 1, . . . , p−1} .

We make a change of variable j = rem(g�, p). When � runs
from 0 to p− 1, the new variable j also runs from 0 to p− 1.
We can rewrite g�⊕p �q as

(g ⊕p q)� ≡ (g ⊕p q)g
−1j ≡ (1⊕p g

−1q)j mod p

where g−1 is the multiplicative inverse of g mod p. We define
g′ as a short-hand notation, i.e.,

g′
Δ
= 1 + rem(g−1q, p).

The addition in the given equation is integer addition. When g
runs from 1 to p− 1, rem(g−1q, p) also runs from 1 to p− 1.
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Hence, g′ is an integer between 2 and p. The image of Ig under
the CRT correspondence is thus

I′
g′

Δ
= {(jg′, j) ∈ Zp × Zq : j = 0, 1, . . . , p− 1} . (12)

We can thus present the characteristic set of a GP sequence by
(11) and (12) for g′ = 2, 3, 4, . . . , p. (We note that I′

1 is not
defined.)

1) We use the fact that Hs0sh(τ) ≤ 1 if and only if d∗(I0) ∩
d∗(Ih) = ∅ and show that d∗(I0) ∩ d∗(Ih) = ∅. First of
all, the characteristic set of the sequence generated by 0
is I0 = {0, q, 2q, . . . , (p− 1)q}. Thus, every element in
d∗(I0) is divisible by q.

For h = 1, 2, . . . , p− 1, the difference between any
two distinct elements in Ih is rem(h�1, p) + �1q −
rem(h�2, p)− �2q. The difference between the first and
third terms rem(h�1, p)�p rem(h�2, p) is nonzero mod
p because h is nonzero and is between −(p− 1) and
p− 1. As q ≥ p, rem(h�1, p)�q rem(h�2, p) is not con-
gruent to 0 mod q. This proves that d∗(I0) ∩ d∗(Ih) = ∅.

2) We first prove a uniqueness property. Let A = {0, q,
2q, 3q, . . .} be the set of multiples of q in ZL and B =
{0,±1,±2, . . . ,±(p− 1)} ⊂ ZL. By definition, every
element c in A⊕L B can be written as a sum a⊕L b,
with a ∈ A and b ∈ B. For A and B as previously defined,
there is only one way to decompose c as a sum a⊕L b.
To see this, suppose on the contrary that if c = a1 ⊕L

b1 = a2 ⊕L b2 for some a1, a2 ∈ A and b1, b2 ∈ B, then
we have

a1 �L a2 = b1 �L b2. (13)

The difference b1 − b2 lies between −2(p− 1) and
2(p− 1). If we reduce b1 − b2 modulo L (recall that
L = pq), the residue cannot be a multiple of q, because
q > 2p− 2 by assumption. However, the left side of (13)
is a multiple of q. The equality in (13) cannot hold, and
we have a contradiction.

Suppose that g and h are two distinct nonzero genera-
tors, and suppose that

rem(g�1, p) +L �1q − (rem(g�2, p) + �2q)

≡ rem (h�′1, p) + �′1q − (rem (h�′2, p) + �′2q) mod L

for some integers �1 and �2 between 0 and p− 1. After
some rearrangements, we get

(�1 − �2)q + rem(g�1, p)− rem(g�2, p)

≡ (�′1 − �′2) q + rem (g�′1, p)− rem (g�′2, p) mod L.

By the uniqueness property previously mentioned, we
have

�1 − �2 = �′1 − �′2 (14)
rem(g�1, p)− rem(g�2, p) = rem (h�′1, p)− rem (h�′2, p) .

(15)

The second equation (15) implies

g(�1 − �2) ≡ h (�′1 − �′2) mod p.

If we replace �′1 − �′2 by �1 − �2 in the given equation, we
obtain (g − h)(�1 − �2) ≡ 0 mod p, which contradicts
the assumption that g = h. This proves that d∗(Ig) and
d∗(Ih) are disjoint for g = h.

3) When q = p, the result follows from the fact that the
Hamming cross correlation of two prime sequences is, at
most, 2 [33]. We consider q in the range p < q ≤ 2p− 2.
As p and q are relatively prime for p < q ≤ 2p− 2, we
will use the 2-D representations of the sequences via the
CRT correspondence.

For the sake of contradiction, suppose that Hsgsg (τ) ≥
3 for some τ , i.e., we can find integers i1, i2, i3, j1, j2,
and j3, such that

(gi� + τ ′, i� + τ ′′) = (hj�, j�) (16)

for � = 1, 2, 3, where τ ′′ ∈ Zq, and τ ′ ∈ Zp.
By comparing the second components, we have j1 −

i1 ≡ j2 − i2 ≡ j3 − i3 ≡ τ ′′ mod q. Note that j1 − i1,
j2 − i2, and j3 − i3 are between −(p− 1) and p− 1.
In the following, we suppose that j1 − i1 ≥ 0. The case
where j1 − i1 < 0 can be treated similarly and is omitted.
We consider two cases.
a) 0 ≤ j1 − i1 ≤ q − p. Because q ≤ 2p− 2 by hypoth-

esis, we have q − p ≤ p− 2. There is only one choice
for the values of the three differences j� − i�, for � =
1, 2, 3. Indeed, as j2 − i2 ≡ j1 − i1 mod q, j2 − i2 =
j1 − i1 + αq for some integer α. If α = 0, this would
render the value of j2 − i2 out of the permissible range
[−(p− 1), p− 1]. Therefore, j2 − i2 = i1 − i1. The
same reason shows that j3 − i3 = j1 − i1.

b) q − p < j1 − i1 ≤ p− 1. For � = 2, 3, the difference
j� − i� may assume two distinct values, namely, either
j1 − i1 or j1 − i1 − q.

In any case, by the pigeonhole principle, at least
two differences among j1 − i1, j2 − i2, and j3 − i3 are
equal. Suppose, without loss of generality, that j1 − i1 =
j2 − i2 = x for some integer x. By comparing the first
components on both sides of (16), we obtain gi� + τ ′ ≡
h(i� + x) mod p for � = 1, 2. After subtracting, we get
(g − h)(i1 − i2) ≡ 0 mod p. Because i1 = i2, we get a
contradiction that g ≡ h mod p.
1) The elements in the characteristic set of a GP se-

quence can be written as a+ bj for some a and b in
Zp × Zq , for j = 0, 1, 2, . . . , p− 1. The distribution
of the autocorrelation now follows from the fact that:

a, a+ b, a+ 2b, . . . , a+ (p− 1)b

form an arithmetic progression in the Abelian group
Zp × Zq .

APPENDIX B
PROOF OF LEMMA 4

The first equality is established in Lemma 3. We prove
the second equality as follows. Let I(P ) denote the indicator
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function defined as 1 if P is true and 0 otherwise. We count the
number of elements in A�L B by

|{τ ∈ ZL : Hab(τ) > 0}| =
L−1∑
τ=0

(Hab(τ)− I (Hab(τ) = 2)) .

The summation of Hab(τ) over τ in the last line is equal to
|A||B| by a change of the order of summations, i.e.,

L−1∑
τ=0

Hab(τ) =
L−1∑
τ=0

L−1∑
t=0

a(t)b(t�L τ)

=
L−1∑
t=0

a(t)
L−1∑
τ=0

b(t�L τ)

= |A||B|.

If d∗(A) ∩ d∗(B) is the empty set, then the sum of the
indicator functions over τ is equal to 0. Otherwise, if d∗(A) ∩
d∗(B) = {±x}, then

∑L−1
τ=0 I(Hab(τ) = 2) is equal to

L−1∑
τ=0

∑
α∈A

∑
β∈B

I(β = α⊕L τ, α⊕L x ∈ A, β ⊕L x ∈ B).

The hypothesis that x = L/2 is required here. After an ex-
change of the order of summations, we get

∑
α∈A

∑
β∈B

L−1∑
τ=0

I(β = α⊕L τ, α⊕L x ∈ A, β ⊕L x ∈ B)

=
∑
α∈A

∑
β∈B

I(α⊕L x ∈ A)I(β ⊕L x ∈ B)

= f1(A,B)f2(A,B) = e(A,B).

This proves the second equality |{τ ∈ ZL : Hab(τ) > 0}| =
|A||B| − e(A,B) in Lemma 4.

APPENDIX C
PROOF OF LEMMA 5

Let g and g′ be two distinct generators of GP sequences in
Zp, and let I = {(gj, j) : j = 0, 1, . . . , p− 1}, I′ = {(g′j, j) :
j = 0, 1, . . . , p− 1} be the corresponding characteristic sets.

For q ≥ 2p− 1, it is shown in the second part of Theorem 1
that the Hamming cross correlation of two GP sequences is, at
most, 1. Hence, d∗(I) ∩ d∗(I′) = ∅.

In the remainder of the proof, we suppose that q ≤ 2p− 2.
By Theorem 1, the Hamming cross correlation between these
two GP sequences is, at most, 2.

Let α be an element of ZL belonging to d∗(I) and d∗(I′).
Let i1, i2, i′1 and i′2 be integers such that i1 = i2, i′1 = i′2, and

(gi1, i1)− (gi2, i2) = (β, γ) (17)

(g′i′1, i
′
1)− (g′i′2, i

′
2) = (β, γ) (18)

where β ≡ α mod p, and γ ≡ α mod q. Equating the first and
second components in (17) and (18), we have

g(i1 − i2) ≡ g′ (i′1 − i′2) ≡β mod p (19)

i1 − i2 ≡ i′1 − i′2 ≡ γ mod q. (20)

By multiplying α by −1 if necessary, we assume i1 > i2.
Because 0 < i1 − i2 ≤ p− 1, we have i1 − i2 = γ by (20).

We consider the following two cases: 1) i′1 − i′2 = γ; and
2) q + i′1 − i′2 = γ.

In case 1), (19) can be rewritten as gγ ≡ β mod p and g′γ ≡
β mod p. In terms of matrix, we get[

g −1
g′ −1

] [
γ
β

]
≡

[
0
0

]
mod p.

Because g = g′, the determinant of the system of linear equa-
tions is nonzero. The only solution (γ, β) to these two linear
congruence equations is γ = β = 0. This contradicts that α is
nonzero. Hence, case 1) cannot hold.

In case 2), we have gγ ≡ β mod p and g′(γ − q) ≡ β mod
p. In matrix form, it can be written as[

g −1
g′ −1

] [
γ
β

]
≡

[
0
g′q

]
mod p.

There is a unique solution to the given system of linear equa-
tions Hence, given g and g′, β and γ are uniquely determined.
From the CRT correspondence, α is uniquely determined.
Hence, d∗(I) ∩ d∗(I′) = {±α}.

When L is even, the integer L/2 only occurs in the char-
acteristic set generated by g = 0 and, thus, cannot be in the
intersection of two distinct characteristic sets. This proves that
the common difference x is not equal to L/2 when L is even.
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